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d I s t r I b u t e d  s t o r a g e  I s  c o m I n g 
home. An increasing number of home and 
personal electronic devices create, use, and 
display digitized forms of music, images, 
and videos, as well as more conventional 
files (e.g., financial records and contact 
lists). In-home networks enable these de-
vices to communicate, and a variety of de-
vice-specific and datatype-specific tools are 
emerging. The transition to digital homes 
gives exciting new capabilities to users, but 
it also makes them responsible for admin-
istration tasks which in other settings are 
usually handled by dedicated professionals. 

It is unclear that traditional data management prac-
tices will work for “normal people” reluctant to put 
time into administration. For example, most home 
users are accustomed to semantic organization (via 
applications such as iTunes) when accessing their 
data for daily use, but are forced by filesystem de-
sign to use a hierarchy when managing this same 
data. 

We present the Perspective distributed file system, 
part of an expedition into this new domain for dis-
tributed storage. You can think of Perspective as in 
“Seeing many views, one gains Perspective.” One 
focus of Perspective is simplifying data manage-
ment tasks for home users. For example, Perspec-
tive’s design allows home users to manage their 
data using the same semantic primitives they uti-
lize for daily access. As with previous expeditions 
into new computing paradigms, it is in order to 
gain experience that we are building and utilizing 
a system representing the vision. In this case, how-
ever, the researchers are not representative of the 
user population. Most users will be non-technical 
people who just want to use the system but must 
(grudgingly) deal with administration tasks or live 
with the consequences. Thus, organized user stud-
ies will be required as complements to systems ex-
perimentation. 

Perspective’s design is motivated by a contextual 
analysis and early deployment experiences [3]. Our 
interactions with users have made clear the need 
for decentralization, selective replication, and sup-
port for device mobility and dynamic membership. 
An intriguing lesson is that home users rarely or-
ganize and access their data via traditional hierar-
chical naming—usually they do so based on data 
attributes. Computing researchers have long talked 
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about attribute-based data navigation (e.g., semantic file systems [1]), while 
continuing to use directory hierarchies. However, users of home and per-
sonal storage live it. Popular interfaces (e.g., iTunes, iPhoto, and even drop-
down lists of recently opened Word documents) allow users to navigate file 
collections via attributes such as publisher-provided metadata, extracted 
keywords, and date/time. Usually, files are still stored in underlying hierar-
chical file systems, but users often are insulated from naming at that level 
and are oblivious to where in the namespace given files end up. 

Users have readily adopted these higher-level navigation interfaces, leading 
to a proliferation of semantic data location tools. In contrast, the abstractions 
provided by file systems for managing files have remained tightly tied to hi-
erarchical namespaces. For example, most tools require that specific subtrees 
be identified, by name or by “volumes” containing them, in order to perform 
replica management tasks, such as partitioning data across computers for ca-
pacity management or specifying that multiple copies of certain data be kept 
for reliability. Since home users double as their own system administrators, 
this disconnect between interface styles (semantic for data access activities 
and hierarchical for management tasks) naturally creates difficulties. 

The Perspective distributed file system allows a collection of devices to share 
storage without requiring a central server. Each device holds a subset of the 
data and can access data stored on any other (currently connected) device. 
However, Perspective does not restrict the subset stored on each device to 
traditional volumes or subtrees. To correct the disconnect between seman-
tic data access and hierarchical replica management, Perspective replaces the 
traditional volume abstraction with a new primitive we call a view. A view is 
a compact description of a set of files, expressed much like a search query, 
and a device on which that data should be stored. For example, one view 
might be “all files with type=music and artist=Beatles stored on Liz’s iPod” and 
another “all files with owner=Liz stored on Liz’s laptop.” Each device participat-
ing in Perspective maintains and publishes one or more views to describe 
the files it stores. Perspective ensures that any file that matches a view will 
eventually be stored on the device named in the view. 

Since views describe sets of files using the same attribute-based style as 
users’ other tools, view-based management is easier than hierarchical file 
management. A user can see what is stored where, in a human-readable 
fashion, by examining the set of views in the system. She can control rep-
lication and data placement by changing the views of one or more devices. 
Views allow sets of files to overlap and to be described independently of 
namespace structure, removing the need for users to worry about applica-
tion-internal file naming decisions or difficult volume boundaries. Semantic 
management can also be useful for local management tasks, such as setting 
file attributes and security, as well as for replica management. In addition 
to anecdotal experiences, an extensive lab study confirms that view-based 
management is easier for users than volume-based management [4]. 

Our Perspective prototype is a user-level file system which runs on Linux 
and OS X. In our deployments, Perspective provides normal file storage as 
well as being the backing store for iTunes and MythTV in one household 
and in our research environment lounge. 

storage for the Home

The home is different from an enterprise. Most notably, there are no sys-
admins—household members generally deal with administration (or don’t) 
themselves. The users also interact with their home storage differently, since 
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most of it is for convenience and enjoyment rather than employment. How-
ever, much of the data stored in home systems, such as family photos, is 
both important and irreplaceable, so home storage systems must provide 
high levels of reliability in spite of lax management practices. Not surpris-
ingly, we believe that home storage’s unique requirements would be best 
served by a design different from enterprise storage. This section outlines in-
sights gained from studying use of storage in real homes and design features 
suggested by them. 

WHaT users WanT

A contextual analysis is an HCI research technique that provides a wealth of 
in situ data, perspectives, and real-world anecdotes on the use of technology. 
It consists of interviews conducted in the context of the environment under 
study. To better understand home storage, we extensively interviewed all 
members of eight households (24 people total) in their homes and with all of 
their storage devices present. We have also gathered experiences from early 
deployments in real homes. This section lists some guiding insights (with 
more detailed information available in technical reports [3]). 

Decentralized and dynamic: The users in our study employed a wide vari-
ety of computers and devices. While it was not uncommon for them to have 
a set of primary devices at any given point in time, the set changed rapidly, 
the boundaries between the devices were porous, and different data was 
“homed” on different devices with no central server. One household had 
set up a home server, at one point, but did not re-establish it when they up-
graded the machine due to setup complexity. 

Money matters: While the cost of storage continues to decrease, our inter-
views showed that cost remains a critical concern for home users (note that 
our studies were conducted well before the fall 2008 economic crisis). While 
the same is true of enterprises, home storage rarely has a clear “return on 
investment,” and the cost is instead balanced against other needs (e.g., new 
shoes for the kids) or other forms of enjoyment. Thus, users replicate selec-
tively, and many adopted cumbersome data management strategies to save 
money. 

Semantic naming: Most users navigated their data via attribute-based nam-
ing schemes provided by applications such as iPhoto, iTunes, and the like. 
Of course, these applications stored the content in files in the underlying hi-
erarchical file system, but users rarely knew where. This disconnect created 
problems when they needed to make manual copies or configure backup/
synchronization tools. 

Need to feel in control: Many approaches to manageability in the home tout 
automation as the answer. While automation is needed, the users expressed 
a need to understand and sometimes control the decisions being made. For 
example, only 2 of the 14 users who backed up data used backup tools. The 
most commonly cited reason was that they did not understand what the tool 
was doing and, thus, found it more difficult to use the tool than to do the 
task by hand. 

Infrequent, explicit data placement: Only 2 of 24 users had devices on 
which they regularly placed data in anticipation of needs in the near future. 
Instead, most users decided on a type of data that belonged on a device (e.g., 
“all my music” or “files for this semester”) and rarely revisited these deci-
sions—usually only when prompted by environmental changes. Many did 
regularly copy new files matching each device’s data criteria onto it. 
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desIgnIng HoMe sTorage

From the insights above, we extract guidance that has informed our design 
of Perspective. 

Peer-to-peer architecture: While centralization can be appealing from a sys-
tem simplicity standpoint and has been a key feature in many distributed 
file systems, it seems to be a non-starter with home users. Not only do many 
users struggle with the concept of managing a central server, many will be 
unwilling to invest the money necessary to build a server with sufficient ca-
pacity and reliability. We believe that a decentralized, peer-to-peer architec-
ture more cleanly matches the realities we encountered in our contextual 
analysis. 

Single class of replicas: Many previous systems have differentiated between 
two classes: permanent replicas stored on server devices and temporary rep-
licas stored on client devices (e.g., to provide mobility) [5, 2]. While this dis-
tinction can simplify system design, it introduces extra complexity for users 
and prevents users from utilizing the capacity on client devices for reliabil-
ity, which can be important for cost-conscious home consumers. Having 
only a single replica class removes the client-server distinction from the us-
er’s perception and allows all peers to contribute capacity to reliability. 

Semantic naming for management: Using the same type of naming for 
both data access and management should be much easier for users who 
serve as their own administrators. Since home storage users have chosen se-
mantic interfaces for data navigation, replica management tools should be 
adapted accordingly—users should be able to specify replica management 
policies applied to sets of files identified by semantic naming. 

In theory, applications could limit the mismatch by aligning the underly-
ing hierarchy to the application representation, but this alternative seems 
untenable in practice. It would limit the number of attributes that could be 
handled, lock the data into a representation for a particular application, and 
force the user to sort data in the way the application desires. Worse, for data 
shared across applications, vendors would have to agree on a common un-
derlying namespace organization. 

Rule-based data placement: Users want to be able to specify file types (e.g., 
“Jerry’s music files”) that should be stored on particular devices. The system 
should allow such rules to be expressed by users and enforced by the sys-
tem as new files are created. In addition to helping users to get the right data 
onto the right devices, such support will help users to express specific repli-
cation rules at the right granularity to balance their reliability and cost goals. 

Transparent automation: Automation can simplify storage management, but 
many home users (like enterprise sysadmins) insist on understanding and 
being able to affect the decisions made. By having automation tools use the 
same flexible semantic naming schemes as users do normally, it should be 
possible to create interfaces that express human-readable policy descriptions 
and allow users to understand automated decisions. 

Perspective architecture

Perspective is a distributed file system designed for home users. It is decen-
tralized, enables any device to store and access any data, and allows deci-
sions about what is stored where to be expressed or viewed semantically. 

Perspective provides flexible and comprehensible file organization through 
the use of views. A view is a concise description of the data stored on a given 
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device. Each view describes a particular set of data, defined by a semantic 
query, and a device on which the data is stored. A view-based replica man-
agement system guarantees that any object that matches the view query will 
eventually be stored on the device named in the view. 

We envision views serving as the connection between management tools and 
the storage infrastructure. Users can set policies through management tools, 
such as the one described in Figure 1, from any device in the system at any 
time. Tools implement these changes by manipulating views, and the under-
lying infrastructure (Perspective) in turn enforces those policies by keeping 
files in sync among the devices according to the views. Views provide a clear 
division point between tools that allow users to manage data replicas and 
the underlying file system that implements the policies. 

A primary contribution of Perspective is the use of semantic queries to man-
age the replication of data. Specifically, it allows the system to provide accessi-
bility and reliability guarantees over semantic, partially replicated data. This 
builds on previous semantic systems that used queries to locate data and hi-
erarchies to manage data. 

View-based management enables the design points outlined above. Views 
provide a primitive allowing users to specify meaningful rule-based place-
ment policies. Because views are semantic, they unify the naming used for 
data access and data management. Views are also defined in a human-un-
derstandable fashion, providing a basis for transparent automation. Perspec-
tive provides data reliability using views without restricting their flexibility, 
allowing it to use a single replica class. 

The Perspective prototype is implemented in C++ and runs at user-level 
using FUSE to connect with the system. It currently runs on both Linux and 
Macintosh OS X. Perspective stores file data in files in a repository on the 
machine’s local file system and metadata in a SQLite database with an XML 
wrapper. 

A user study evaluation using this prototype shows that, by supporting se-
mantic management, Perspective can simplify important management tasks 
for end users. View-based management allowed up to six times as many 
users to complete management tasks correctly than traditional hierarchical 
systems did [4]. 

PLaCIng fILe rePLICas

In Perspective, the views control the distribution of data among the devices 
in the system. When a file is created or updated, Perspective checks the at-
tributes of the file against the current list of views in the system and sends 
an update message to each device with a view that contains that file. Each 
device can then independently pull a copy of the update. 

When a device, A, receives an update message from another device, B, it 
checks that the updated file does, indeed, match one or more views that 
A has registered. If the file does match, then A applies the update from B. 
If there is no match, which can occur if the attributes of a file are updated 
such that it is no longer covered by a view, then A ensures that there is no 
replica of the file stored locally. 

This simple protocol automatically places new files, and also keeps current 
files up to date according to the current views in the system. Perspective’s 
protocols ensure that this property holds in the face of disconnection, device 
addition, and device failure, without requiring any centralized control. Per-
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spective’s protocols also ensure that files and updates are never lost due to 
view changes [4]. 

Each device is represented by a file in the file system that describes the de-
vice and its characteristics. Views themselves are also represented by files. 
Each device registers a view for all device and view files to ensure they are 
replicated on all participating devices. This allows applications to manage 
views through the standard file system interfaces, even if not all devices are 
currently present. 

VIeW-Based daTa ManageMenT

In this subsection, we present three scenarios to illustrate view-based man-
agement. Each scenario assumes an interface that allows users to manipulate 
views. While we envision systems containing a number of tools and inter-
faces, Figure 1 shows the interface we currently provide Perspective users. 

F i g u r e  1 :  a  s c r e e n  s h O t  O F  t h e  V i e w  m a n a g e r  g u i .  O n  t h e  L e F t 
a r e  F i L e s ,  g r O u p e d  u s i n g  F a c e t e d  m e t a d a t a .  a c r O s s  t h e  t O p 
a r e  d e V i c e s .  e a c h  s q u a r e  s h O w s  w h e t h e r  t h e  F i L e s  i n  t h e  r O w 
a r e  s t O r e d  O n  t h e  d e V i c e  i n  t h e  c O L u m n . 

Traveling: Harry is visiting Sally at her house and would like to play a new 
U2 album for her. Before leaving, he checks the views defined on his wire-
less music player and notices that the songs are not stored on the device, 
although he can play them from his laptop, where they are currently stored. 
He asks the music player to pull a copy of all U2 songs, which the player 
does by creating a new view for this data. When the synchronization is com-
plete, the file system marks the view as complete, and the music player in-
forms Harry. 

He takes the music player over to Sally’s house. Because the views on his 
music player are defined only for his household, and the views on Sally’s de-
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vices for her household, no files are synchronized. But queries for “all music” 
initiated from Sally’s digital stereo can see the music files on Harry’s music 
player, so while he is visiting they can listen to the new U2 album from Har-
ry’s music player on Sally’s nice stereo speakers. 

Crash: Mike’s young nephew Oliver accidentally pushes the family desktop 
off the desk onto the floor and breaks it. Mike and his wife Carol have each 
configured the system to store their files both on their respective laptops and 
on the desktop, so their data is safe. When they set up the replacement com-
puter, a setup tool pulls the device objects and views from other household 
devices. The setup tool gives them the option to replace an old device with 
this computer, and they choose the old desktop from the list of devices. The 
tool then creates views on the device that match the views on the old desk-
top and deletes the device object for the old computer. The data from Mike 
and Carol’s laptops is transferred to the new desktop in the background over 
the weekend. 

Short on space: Marge is trying to finish a project for work on her home 
laptop. While she is working, a capacity automation tool on her laptop 
alerts her that the laptop is short on space. It recommends that files created 
over two years ago be moved to the family desktop, which has spare space. 
Marge, who is busy with her project, decides to allow the capacity tool to 
make the change. She later decides to keep her older files on the external 
hard drive instead, and makes the change using a view-editing interface on 
the desktop. 

Conclusion

Home users struggle with replica management tasks that are normally han-
dled by professional administrators in other environments. Perspective pro-
vides distributed storage for the home with a new approach to data location 
management: the view. Views simplify replica management tasks for home 
storage users, allowing them to use the same attribute-based naming style 
for such tasks as for their regular data navigation. 
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