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The Parallel Data Lab announced in July the public release of their next gen-
eration scalable storage system software: Network Attached Secure Disks
(NASD). NASD answers today’s requirements for high bandwidth, low laten-
cy  access ib le  s to rage  and  i s  ava i lab le  fo r  down load  f rom
http://www.pdl.cs.cmu.edu/extreme/distrib.html. NASD implements a scal-
able, distributed parallel storage architecture, interface and protocol to
comprehensively reduce access latency. These revolutionary changes enable
commodity storage components to be the building blocks of high bandwidth,
low-latency, scalable storage systems. (See figure below).

The first public release of the NASD code contains NASD drive object man-
agement code, user-level client interfaces with NFS-like semantics, a user-
level aggregation library, and an NFS-like file manager. The NASD drive soft-
ware contained in this release operates at user-level in Linux (v2.2) and at
user-level and the kernel-level in Digital UNIX (v3.2g),using SRPC (a TCP-
based remote procedure call package) for communication. The security system
in this code protects integrity using keyed message digests (HMAC-SHA1)
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From the Director’s Chair
D AV I D  N A G L E

1999: The Year of Network-
Attached Storage

«�FRQWLQXHG�RQ�SJ���

Greetings from sunny Pittsburgh and the Par-
allel Data Lab. The last 12 months have been
very productive for the lab. Two dissertations
have been completed: Howard Gobioff’s
“Security for a High Performance Commodity
Storage Subsystem,” and Erik Riedel's
“Active Disks.” Six new papers have been
accepted at Hot Interconnects99, Extreme
Linux, USENIX99, FREENIX99, IEEE Com-
puter, and the best student paper at OSDI. The

students, staff and faculty have received numerous awards including: John
Griffin (NFS Graduate Research Fellowship), Fay Chang (Intel Fellowship),
Karen Lindenfelser (CIT Staff Award), Paul Mazaitis (SCS Staff Recognition
Award), Todd Mowry (Sloan Research Fellow), Seth Goldstein (NFS
CAREER Award), and Garth Gibson (IEEE Reynold B. Johnson Information
Storage Award). We have several new members of PDL including Mor Har-
chol-Balter, who joins the SCS faculty after completing her NSF Postdoctoral
Fellowship at MIT’s Laboratory for Computer Science. Also, the PDL's com-
puting infrastructure continues to grow. We've added over 40 PPRO I I I’s from
Intel, a 32-port Myrinet Gigabit network, and are currently receiving a 100-
node network-attached storage testbed from Quantum, and an 8-node Netfinity
cluster with FibreChannel and Gigabit Ethernet from IBM.

Turning to research, 1999 has been the year of Network-attached Storage. Our
Network-attached Secure Disk (NASD) project focuses on creating scalable
network-attached storage (NAS) interfaces and architectures with research in
the areas of object-based drive interfaces, security models for NAS, distributed
file systems for NAS, networking support for NAS, and drive-based optimiza-
tions that exploit the drive's object-interface architecture.

One of NASD's major challenges is to evolve the disk interface from a block to
an object model. Using our first interface design as a starting point [see
Sigmetrics98], CMU has worked closely with the National Storage Industry
Consortium's network-attached storage devices working group to develop an
object-based interface standard. I am pleased to announce that the working
group has delivered an Object-based Storage Device (OBSD) proposal to the
ANSI X3 T10 standards committee (responsible for SCSI). The OBSD pro-
posal will be presented to the T10 working group meeting, Nov. 5-9, 1999 in
Monterey,  CA. You can obta in a copy of the OBSD proposal at :
ftp://ftp.t10.org/t10/document.99/99-315r0.pdf.

We are also sharing our NASD software-base with other researchers and
industry through our recently released Linux and Digital UNIX ports of the
NASD software. Announced at the 1999 Extreme Linux conference and
described in the article on page 1, this experimental platform demonstrates the



F A L L  1 9 9 9 3

0,66,21�67$7(0(17
7R�DGYDQFH�WKH�VWDWH�RI� WKH�DUW� LQ�VWRUDJH�V\V�
WHPV�DQG�WKH�LQWHJUDWLRQ�RI�VWRUDJH�LQWR�SDUDOOHO
DQG�GLVWULEXWHG�ILOH�V\VWHPV��KLJK�EDQGZLGWK�QHW�
ZRUNV��DQG�FRPSXWHU�FOXVWHUV�

&217$&7,1*�86
:(%�3$*(6

3'/�+RPH��KWWS���ZZZ�SGO�FV�FPX�HGX�

3OHDVH�VHH�RXU�ZHE�SDJHV�DW
KWWS���ZZZ�SGO�FV�FPX�HGX�3(23/(�

IRU�IXUWKHU�FRQWDFW�LQIRUPDWLRQ�

)$&8/7<

'DYLG�1DJOH��GLUHFWRU�
������������

GDYLG�QDJOH#HFH�FPX�HGX

&KULVWRV�)DORXWVRV
FKULVWRV�IDORXWVRV#FV�FPX�HGX

*UHJ�*DQJHU
JUHJ�JDQJHU#HFH�FPX�HGX

*DUWK�*LEVRQ
JDUWK�JLEVRQ#FV�FPX�HGX

6HWK�*ROGVWHLQ
VHWK�JROGVWHLQ#FV�FPX�HGX

0RU�+DUFKRO�%DOWHU
PRU�KDUFKRO�EDOWHU#FV�FPX�HGX

7RGG�0RZU\
WRGG�PRZU\#FV�FPX�HGX

+XL�=KDQJ
KXL�]KDQJ#FV�FPX�HGX

67$))�0(0%(56

3DWW\�0DFNLHZLF]��EXVLQHVV�DGPLQLVWUDWRU�
������������

SDWW\�PDFNLHZLF]#FV�FPX�HGX

-RDQ�'LJQH\

-HQQLIHU�/DQGHIHOG

1DW�/DQ]D

.DUHQ�/LQGHQIHOVHU

3DXO�0D]DLWLV

'DYLG�5RFKEHUJ

*5$'8$7(�678'(176

.KDOLO�$PLUL
$QJHOD�'HPNH�%URZQ

-HII�%XWOHU
)D\�&KDQJ

6KHPLQ�&KHQ
'DYLG�)ULHGPDQ
*DUWK�*RRGVRQ
-RKQ�*ULIILQ

&KDUOHV�+DUGLQ
6WDYURV�+DUL]RSRXORV

(G�+RJDQ
$QGUHZ�.ORVWHUPDQ

&KULV�/XPE
'DYLG�3HWURX
(ULN�5LHGHO
&KULV�6DERO

0LNH�6FKHLQKROW]
-LUL�6FKLQGOHU

6WHYH�6FKORVVHU
-RKQ�6WUXQN
&UDLJ�6RXOHV
1HDO�7LEUHZDOD
7RP�:DJQHU
0HQJ]KL�:DQJ

7HG�:RQJ
6KXKHQJ�=KRX

P A R A L L E L  D A T A
L A B O R A T O R Y

value of NASD’s interface by providing both device and file system prototype
so f tware .  You  can  ob ta in  the  cu r ren t  re lease  a t :
http://www.pdl.cs.cmu.edu/extreme

A very important area for high-performance storage applications is high-band-
width, low-overhead networking. To understand how networking can best
support storage, we have been evaluating NASD over the VI Architecture
(http://www.viarch.org). This work includes a user-level RPC that enables
direct communication between a user-level NASD client and a user-level drive
module. Currently delivering over 500 Mb/sec with our older Myrinet hard-
ware, we expect to see Gb/sec speeds in our the new Myrinet testbed. We've
also begun a network comparison between Fibre Channel and Gigabit Ethernet
to understand how effectively each supports NAS traffic.

PDL’s Active Disk project has been busy extending the basic NASD architec-
ture to enable application functionality that executes directly at the storage
device. Leveraging the inherent parallelism available in large numbers of stor-
age devices, our Active Disk prototype achieves significant performance
improvements across a range of applications including data mining, searching,
sorting, and edge detection. Recently, we have integrated Active Disks with
the Postgres database system. Our modifications to Postgres’s query planner
allow Postgres to automatically use Active Disks by constructing a plan based
on available disk resources (e.g., number of disks, available memory, process-
ing rates) and data characteristics. When executed, the plan automatically
migrates the appropriate part of the database query to the Active Disks, provid-
ing significant performance improvements (some queries obtaining a 10X
speed-up).

Extending the notion of remote function execution, our ABACUS project opti-
mizes overall system performance by dynamically migrating functionality
between clients and storage devices. Based on black-box monitoring of run-
time resource utilization, ABACUS’s cost-benefit performance model adapts
the placement of each function (i.e., ABACUS module) as system resource uti-
lization and application demands change over time. For example, migrating
the caching module between clients (when writes are rare) and storage devices
(when writes are common), improves performance by up to 2.7X. Further,
dynamic directory management improves performance by up to a factor of 8X
on a heavily loaded local-area network. Of course, the PDL’s award winning
aggressive prefetching projects continues to probe more deeply into automati-
cally preplanning I/O resource usage. For example, please see Fay Chang’s
thesis proposal abstract on page 12.

There are also several new projects within PDL. The Automated Disk Charac-
terization Project explores characterization and tuning (e.g., via aggressive
scheduling) of disk drive performance (see page 14 of the PDL Packet).
Another new project, Self-securing Storage, exploits rising disk capacities and
new object interfaces for novel mechanisms to protect stored data from acci-
dental or malicious destruction. 

Finally, the PDL is actively involved in CMU's Center for Highly Integrated
Information Processing and Storage (CHIPS). The goal of CHIPS's core tech-
nology (IC-based nonvolatile rewriteable mass storage) is to enable low-cost
embedded computers with multiple gigabytes of IC-based mass storage. Our
vision for CHIPS is the creation of a ubiquitous storage infrastructure that
enables handheld devices that contain gigabytes of nonvolatile storage, data

Year of Network-Attached Storage
«�FRQWLQXHG�IURP�SJ���
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Y E A R  I N  R E V I E W

N E W  F A C U L T Y

Mor
Harchol-Balter

Mor Harchol-Balter received a BA in mathematics and computer science from Bran-
deis University in 1988. From 1988-1990, she worked in the machine intelligence
technology group at GTE. She received her Ph.D. in computer science from the Uni-
versity of California at Berkeley in 1996. From 1996-1999, Mor was funded by the
NSF Postdoctoral Fellowship in the Mathematical Sciences and worked at the Labo-
ratory for Computer Science at MIT. In the Fall of 1999, Mor joined Carnegie
Mellon University as an assistant professor.

Mor’s research focuses on the design and performance analysis of distributed com-
puter systems including distributed Web servers, distributed supercomputing servers,
networks of workstations, and communication networks. She is looking for solutions
to common questions involving migration policies, task assignment policies, sched-
uling policies, etc. Mor's approach involves integrating measured workload
distributions into the analysis of systems, rather than the traditional analysis
approach based on unrealistic Markovian workload assumptions. She has demon-
strated that this method is a much better predictor of reality than conventional
analysis, and the difference can be as great as several orders of magnitude. Her
empirically driven analysis has resulted in new protocols for distributed systems
which significantly outperform the current state-of-the-art and furthermore, defy
conventional wisdom in this area. 

Mor has filed two patents, both of which have been licensed by industry, and looks
forward to more such fruitful research collaborations.

November 1999
❖ PDS Career Day, Retreat & 

Workshop
❖ Final NSIC/NASD public meet-

ing; first SNIA/OBSD meeting, 
Santa Clara, CA

❖ Jim Gray; distinguished lecturer, 
CMU

October 1999
❖ Erik Riedel defends Ph.D. Disser-

tation: Active Disks
❖ First SNIA/OBSD administrative 

meeting; Seattle, WA
❖ Garth speaks at OpenSIG99, 

CMU
September 1999
❖ DSSC-NSF Fall Review at CMU
❖ Garth attends SGPFS ‘99 in Santa 

Fe, NM
❖ Bill Joy; distinguished lecturer, 

CMU
August 1999
❖ Hot Interconnects 99 - David 

Nagle on “Network Support for 
Network Attached Storage”. 

July 1999
❖ Howard Gobioff defends Ph.D. 

Dissertation: Security for NASD
❖ SDI Seminar: Bennet Yee, Uni-

versity of California, San Diego

June 1999
❖ USENIX 99, Extreme Linux 

Workshop - Garth on NASD 
Scalable Storage Systems

❖ USENIX 99 - David Petrou on 
Implementing Lottery Scheduling

❖ SDI Seminar: David Petrou, 
CMU 

May 1999
❖ Garth receives Reynold B. 

Johnson award at ISCA’99 in 
Atlanta, GA

April 1999
❖ Parallel Data Systems Spring 

Open House
❖ David Nagle attends Active Nets 

Workshop in San Diego, CA
March 1999
❖ Jeff Butler and Charles Hardin 

attend IEEE Infocom in NYC
❖ Dave Nagle attends Active Net-

works Team Reviews in Los 
Angeles, CA.

❖ DSSC-NSF Spring Review at 
CMU

❖ Fay Chang proposed Speculative 
Execution to Hide I/O Latency

❖ SDI Seminar: Arif Merchant, HP 
Labs 

February 1999
❖ OSDI 99 - Fay Chang on Auto-

matic I/O Hint Generation 
through Speculative Execution

❖ SDI Seminar: Mustafa Uysal, 
University of Maryland 

January 1999
❖ SDI Seminar: Christos Falout-

sos, CMU
December 1998
❖ NSIC/NASD quarterly meeting 

in Milpitas, CA
November 1998
❖ PDS Career Day, Retreat & 

Workshop
❖ ASPLOS VIII, San Jose, CA - 

Garth Gibson on “A Cost-Effec-
tive, High-Bandwidth Storage 
Architecture.” Dave Nagle, Greg 
Ganger and Charles Hardin also 
attend.

❖ Active Nets Research Project 
Visit at Princeton University, NY

❖ Dave Nagle attends Active Nets 
Workshop in NYC with Mike 
Bigrigg

❖ Garth and Tara attend Supercom-
puting ‘98 in Orlando, FL

❖ SDI Seminar: Jim Hughes, Stor-
ageTek
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Network Support for 
Network-Attached Storage 

1DJOH��*DQJHU��%XWOHU��*RRGVRQ�	�6DERO

Hot Interconnects 1999, August 18
to 20, 1999, Stanford University,
Stanford, CA, July 1999. 

ABSTRACT

Storage systems represent a vital
market with storage densities grow-
ing at 60% per year, resulting in 35%
to 50% per year decreases in the cost
per byte. Unfortunately, current dis-
tributed file system architectures
severely limit scalable storage. In
current distributed file systems, all
storage bytes are copied through file
server machines between peripheral
buses (typically SCSI) and client
LANs. In essence, these file server
machines act as application-level
inter-network routers, converting
name-spaces (disk block versus file
range) and protocol layers (SCSI
versus RPC/UDP/IP). Storage devic-
es, however, are already effective
network data transfer engines and
traditional client-server protocol
stacks and operating system software
layers often copy data several times
in delivering it to applications, sig-
nificantly reducing network-attached
storage performance. This paper
examines networking requirements
for storage and the integration of
user-level networking with network-
attached storage (NAS). To provide
context for the networking demands
of NAS, we begin by describing
alternative network-attached storage
architectures and CMU’s network-
attached storage system. Next, we
survey storage’s networking require-
ments and describe how one user-
level networking architecture, the VI
Architecture (VIA), can be effective-
ly  m ap pe d  o n t o  o ur  n e t w or k-
attached storage prototype. 

Data Mining on an OLTP 
System (Nearly) for Free

5LHGHO��)DORXWVRV��*DQJHU�	�1DJOH

CMU SCS Technical Report, CMU-
CS-99-151, July 1999. 

ABSTRACT

This paper proposes a scheme for
scheduling disk requests that takes
advantage of the ability of high-level
functions to operate directly at indi-
vidual disk drives. We show that
such a scheme makes it possible to
support a Data Mining workload on
an OLTP (on-line transaction pro-
cessing) system almost for free: there
i s  on ly  a  smal l  impa c t  o n  the
throughput and response time of the
existing workload. Specifically, we
show that an OLTP system has the
disk resources to provide a consistent
one third of its sequential bandwidth
to a background Data Mining task
with close to zero impact on OLTP
throughput and response time at high
transaction loads. At low transaction
loads, we show much lower impact
than observed in previous work. This
means that a production OLTP sys-
tem can be used for Data Mining
tasks without the expense of a sec-
ond dedicated system. Our scheme
takes advantage of close interaction
with the on-disk scheduler by read-
ing blocks for the Data Mining
workload as the disk head “passes
over” them while satisfying demand
blocks f rom the OLTP request
stream. We show that this scheme
prov ides a consis tent  level  of
throughput for the background work-
load even at very high foreground
loads. Such a scheme is of most ben-
efit in combination with an Active
Disk environment that allows the
background Data Mining application
to also take advantage of the process-
ing power and memory available
directly on the disk drives.
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DISSERTATION ABSTRACT:

Security for a High Performance
Commodity Storage Subsystem,
CMU-CS-99-160, July 22, 1999. 

KWWS���ZZZ�HFH�FPX�HGX�&RQVRUWLXP�
3DSHUV�KEJBWKHVLV�SGI

Howard Gobioff, S.C.S.

How do we incorporate security into
a high performance commodity stor-
age sub- system? Technology trends
and the increasing importance of I/O
bound workloads are driving the
development of commodity network
attached storage devices which
deliver both increased functionality
and increased performance to end-
users. In the network attached world,
storage devices co-exist on the net-
work with their clients, application
file-managers, and malicious adver-
saries who seek to bypass system
security policies. As storage devices
move from behind the protection of a
server and become first-class net-
work entities in their own right, they
must become actively involved in
protecting themselves from network
attacks. They must do this while
cooperating with higher level appli-
cations, such as distributed file
systems or database systems, to
enforce the application’s security
policies over storage resources. In
this dissertation, I address this prob-
lem by proposing a cryptographic
capability system which enables
application filemanagers to asyn-
chronously make policy decisions
while the commodity storage devices
s y n c h r o n o u s l y  e n f o r c e  t h e s e
decisions. 

This dissertation analyzes a variety
of access control schemata that exist
in current distributed storage sys-
tems. Motivated by the analysis, I
propose a basic cryptographic capa-
bility system that is flexible enough
to efficiently meet the requirements
of many distributed storage systems.
Next, I explore how a variety of dif-

ferent mechanisms for describing a
set of NASD objects can be used to
improve the basic capability system.
The result is a new design based on
remote execution techniques. The
new design places more access con-
trol processing at the drive in order to
deliver increased performance and
functional advantages. Based on the
performance limitations of software
cryptography demonstrated in a pro-
totype implementation of a network
attached storage device, I propose
and evaluate an alternative to stan-
dard message authentication codes.
This allows storage devices to pre-
compute some security information
and reduces the amount of request-
time computation required to protect
the integrity of read operations.
Finally, I discuss the availability of
cryptographic hardware, how much
is required for a network attached
storage device, and the implications
of adding tamper-resistant hardware
to a storage device. 

DISSERTATION ABSTRACT:

Active Disks - Remote Execution for
Network-Attached Storage, October
12, 1999.

Erik Riedel, E.C.E.

Today’s commodity disk drives, the
basic unit of storage for computer
systems large and small, are actually
small computers, with a processor,
memory, and ‘network’ connection,
along with the spinning magnetic
material that permanently stores the
data. As more and more of the infor-
ma t i o n  i n  th e  w or l d  b e co m es
digitally available, and more and
more of our daily activities are
recorded and stored, people are
increasingly finding value in analyz-
ing, rather than simply storing and
forgetting, these large masses of
data. Sadly, advances in I/O perfor-
mance have lagged the development
of commodity processor and memo-

ry technology, putting pressure on
systems to deliver data fast enough
for these types of data-intensive
analysis. This dissertation proposes a
system called Active Disks that takes
advantage of the processing power
on individual disk drives to run
application-level code. Moving por-
tions of an application’s processing
directly to the disk drives can dra-
matically reduce data traffic and take
advantage of the parallelism already
present in large storage systems. It
provides a new point of leverage to
overcome the I/O bottleneck.

This dissertation presents the factors
that will make Active Disks a reality
in the not-so-distant future, the char-
acteristics of applications that will
benefit from this technology, an anal-
ysis of the improved performance
and efficiency of systems built
around Active Disks, and a discus-
sion of some of the optimizations
that are possible with more knowl-
edge  ava i l ab le  d i rec t ly  a t  the
devices. It also compares this work
with previous work on database
machines and examines the opportu-
nities that allow us to take advantage
of these promises today where previ-
ous approaches have not succeeded.
The analysis is motivated by a set of
applications from data mining, mul-
t imedia ,  and  databases  and  i s
performed in the context of a proto-
type Active Disk system that shows
dramatic speedups over a system
with traditional, “dumb” disks.

P R O P O S A L S  	  D E F E N S E S

«�FRQWLQXHG�RQ�SJ����
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August 1999
Twins for the Zhangs
Jackie and Hui have announced the
arrival of twin boys...Alex was born
at 2:17 p.m. August 18, 1999, weigh-
ing 8 lbs. 1 oz. and Eric came along
at 2:34 p.m., weighing 7 lbs. 6 oz.
Congratulations!

July 1999
Mowry Among The Top 100!*
Todd Mowry has been selected as one
of 100 young innovators, with “the
potential to make significant techno-
logical contributions in the next
century” by Technology Review.
These folks are the ones to watch and
promise to impact the world in the
coming years. Todd and the other
recipients will be profiled in a Special
Issue of TR in November and hon-
ored at an awards gala on November
4. The program also includes an his-
toric, one-day gathering of business,
technology and academic leaders
who will meet to celebrate these
young visionaries. Watch for details
at www.techreview.com/tr100/. 

July 1999
PANASAS Launched
Garth has taken a part time leave
from his duties at CMU to participate

in the launching of  PANASAS
(which, by the way, doesn’t stand for
anything in particular), a storage
solutions start up. Garth and several
others have set up their office just off
of Craig Street, here in Pittsburgh -
close enough so we still see them
fairly often.

July 1999
John Griffin Awarded NSF 
Fellowship
In July, John Griffin was awarded a
three year National Science Founda-
tion Graduate Research Fellowship
which will support his pursuit of an
advanced degree. Though the award
is not associated with a particular
project, in his application John dis-
cussed  h is  ongo ing  work  on
“robustness testing of communica-
tion systems” (the PIRANHA project
directed by Phil Koopman and Greg
Ganger). The award is presently sup-
por t i ng  h i s  wo rk  w i th  S teve
Schlosser on the architecture of
MEMS-based storage systems.

June 1999
Garth Gibson and Stephanie 
Byram Wed
Congra tu la t ions  to  Gar th  and
Stephanie who were married in a
small private ceremony at Hienz
Chapel on June 18. Following an
outdoor dinner reception at the Frick
House Gardens, Garth and Stephanie
embarked on an ambitious honey-
moon tour of Peru, climbing into the
heights of the Andes Mountains.

May 1999 
Fay Chang Receives Intel 
Graduate Fellowship*
Fay Chang has been awarded the
1999-2000 Intel Graduate Fellow-
sh ip  in  Compu te r  Sc ience ,
considered among the company’s
most prestigious academic honors.
The award, which recognizes out-
standing academic achievement and
scientific relevance of the recipient's
research to Intel's industrial focus,
includes funding and a microproces-

sor-based personal computer system
from Intel. 

May 1999 
SCS Staff Recognition Awards* 
One of our own was a winner of this
year 's  SCS Sta ff  Recogn i t ion
Awards! Congratulations to Paul
Mazaitis for exemplifying the very
best in job performance, dedication,
and winning attitude. Patty Mack-
iewicz and Jennifer Landefeld were
also among the nominees for these
awards. SCS is richer, wiser, and
more productive for all their efforts. 
     
May 1999
Clay Mowry Group Inc. Launches 
Baby 1.0
PITTSBURGH, May 12 (Reuters) -
Shares of Clay Mowry Group Inc.
(NASDAQ:CMGI) rose sharply
today on announcement of a 3-for-2
split coinciding with the launch of
the company's first product: Baby
Version 1.0 (“frogs and snails and

A W A R D S  	  O T H E R  P D L  N E W S
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DPRXQW�RI�GDWD�WKDW�SDVVHV�LQ�DQG�RXW�RI
WKH�PHVVDJH�GLJHVW�RU�0$&�DOJRULWKPV�DW
WKDW�GLIIHUHQW�VWDJHV�RI�FRPSXWDWLRQ��,Q�WKH
+DVK�DQG�0$&�DSSURDFK��D�FDOFXODWLRQ
RYHU�RQO\����E\WHV�SHU�GLVN�EORFN�LQYROYHV
WKH�NH\�ZKLOH�WKH�UHVW�RI�WKH�FRPSXWDWLRQ
FDQ�SRWHQWLDOO\�EH�SUHFRPSXWHG�ZLWKRXW
NQRZOHGJH�RI�WKH�NH\�

NASD Scalable Storage 
Systems 

*LEVRQ��1DJOH��&RXUWULJKW��/DQ]D��
0D]DLWLV��8QDQJVW�	�=HOHQND

USENIX99, Extreme Linux Work-
shop, Monterey, CA, June 1999. 

ABSTRACT

The  goa l  o f  CMU’s  Ne twor k-
Attached Secure Disks (NASD)
project is to define the next era of
storage system interfaces and archi-
tectures. To encourage industry
standardization of a compliant stor-
age device/subsystem interface, we
are working closely with the Nation-
al Storage Industry Consortium
working group on network-attached
storage. Our experimental demon-
stration of the NASD interface’s
value is device and filesystem proto-
type software that  delivers the
scalability inherent in a NASD stor-
age architecture. To engage the
academic community and to provide
a reference implementation for
industry development, CMU is
releasing its Linux and Digital UNIX
ports of this software. In this paper,
we overview the NASD scalable
storage architecture and the code-
base we are releasing for Linux. 

Embedded Security for 
Network-Attached Storage

*RELRII��1DJOH�	�*LEVRQ

CMU SCS Technical Report, CMU-
CS-99-154, June 1999. 

ABSTRACT

As storage interconnects evolve from
single-host small-scale systems, such
as traditional SCSI, to the multi-host
Internet-based systems of Network-
attached Secure Disks (NASD), pro-
tecting the integrity of data transfers
between client and storage becomes

essential. However, it is also compu-
tationally expensive and can impose
significant performance penalties on
storage systems. This paper explores
several techniques that can protect
the communications integrity of stor-
age requests and data transfers,
imposing very little performance
penalty and significantly reducing
the amount of required cryptography. 

Central to this work is an alternative
cryptographic approach, called
“Hash and MAC,” that reduces the
cost of protecting the integrity of
read traffic in storage devices that are
unable to generate a message authen-
tication code at full data transfers
rates. Hash and MAC does this by
precomputing security information,
using and reusing the precomputed
information on subsequent read
requests. We also present a refined
Hash and MAC approach that uses
incremental  hash funct ions  to
improve the performance of small
read and write operations as well as
non-block-aligned operations. 

Dynamic Function 
Placement in Active Storage 
Clusters

$PLUL��3HWURX��*DQJHU�	�*LEVRQ

CMU SCS Technical Report, CMU-
CS-99-140, June 1999. 

ABSTRACT

Traditional distributed filesystems
statically partition their principle
device-independent functions (appli-
cations, caching, reliability, directory
serv ice ,  and synchron izat ion)
between client and server machines.
In this paper, we demonstrate that
dynamic placement of these func-
tions can improve performance.
Moreover, we show that black-box
monitoring of the resource consump-
tion of these functional modules and

R E C E N T  P U B L I C A T I O N S
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their intercommunication, and of the
resources available throughout the
cluster is sufficient to describe the
site-specific and load-specific con-
tex t  n eed ed  to  mak e  dyn amic
placement decisions. Our demonstra-
tion distributed filesystem is built on
ABACUS, a distributed runtime sys-
tem for automating the placement of
functional modules among the clus-
ter’s machines. 

ABACUS defines an explicitly-
migratable programming model,
allowing application and filesystem
programmers to define acyclic
graphs of migratable component
modules. Driven by observations of
per-module resource usage and per-

machine resource availability, ABA-
C U S  e m p l o y s  a  c o s t - b e n e f i t
performance model to adapt the par-
titioning of each module graph
among client and server machines.
As workload and resource conditions
change, ABACUS updates its perfor-
mance  mode l  and  re -migra tes
modules accordingly. Measurement
of various filesystem and application
scenarios show that ideal function
placement can often improve perfor-
mance by 2-10X, that ABACUS is
almost always within 30% of the ide-
al, and that ABACUS adapts best
when the potential performance
impact is largest (exactly as one
would desire). 

Implementing Lottery 
Scheduling: Matching the 
Specializations in 
Traditional Schedulers

3HWURX��0LOIRUG�	�*LEVRQ

USENIX 1999, Monterey CA, June
9-11, 1999. 

ABSTRACT

We describe extensions to lottery
scheduling, a proportional-share
resource management algorithm, to
provide the performance assurances
present in traditional non-real time
process schedulers. Lottery schedul-
ing enables flexible control over
relative process execution rates with
a ticket abstraction and provides load
insulation among groups of process-
es using currencies. We show that a
straightforward implementation of
lottery scheduling does not provide
the responsiveness for a mixed inter-
active and CPU-bound workload
offered by the decay usage priority
scheduler of the FreeBSD operating
system. Standard lottery scheduling
ignores kernel priorities used in the
FreeBSD scheduler to reduce kernel
lock contention. We show how to use
dynamic ticket adjustments to incor-
porate into a lottery scheduler the
specializations present in the FreeB-
SD scheduler to improve interactive
response time and reduce kernel lock
contention. We achieve this while
maintaining lottery scheduling’s
flexible control over relative execu-
tion rates and load insulation. In spite
of added scheduling overhead, the
throughput of CPU-bound work-
loads under our scheduler is within
one percent of the FreeBSD schedul-
er for all but one test. We describe
our design, evaluate our implementa-
tion, and relate our experience in
deploying our hybrid lottery schedul-
er on production machines. 

R E C E N T  P U B L I C A T I O N S
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Automatic I/O Hint 
Generation through 
Speculative Execution

&KDQJ�	�*LEVRQ

Proceedings of the 3rd Symposium
on Operating Systems Design and
Implementation, February 1999. 

ABSTRACT

Aggressive prefetching is an effec-
tive technique for reducing the
execution times of disk-bound appli-
cations; that is, applications that
manipulate data too large or too
infrequently used to be found in file
or disk caches. While automatic
prefetching approaches based on
static analysis or historical access
patterns are effective for some work-
loads, they are not as effective as
manually-driven (programmer-
inserted) prefetching for applications
with irregular or input-dependent
access patterns. In this paper, we pro-
pose to exploit whatever processor

cycles are left idle while an applica-
tion is stalled on I/O by using these
cycles to dynamically analyze the
application and predict its future I/O
accesses. Our approach is to specula-
tively pre-execute the application’s
code in order to discover and issue
hints for its future read accesses.
Coupled with an aggressive hint-
driven prefetching system, this auto-
matic approach could be applied to
arbitrary applications, and should be
particularly effective for those with
irregular and, up to a point, input-
dependent access patterns. We have
designed and implemented a binary
modification tool, called “SpecHint”
that transforms Digital UNIX appli-
ca t ion  b ina r ies  to  pe r fo rm
speculative execution and issue
hints. TIP, an informed prefetching
and caching manager, takes advan-
tage of these application-generated
hints to better use the file cache and
I/O resources. We evaluate our
design and implementation with
three real-world, disk-bound applica-
tions from the TIP benchmark suite.
While our techniques are currently
unsophisticated, they perform sur-
prisingly well. Without any manual
modifications, we achieve 29%, 69%
and 70% reductions in execution
time when the data files are striped
over four disks, improving perfor-
mance by the same amount  as
manually-hinted prefetching for two
of our three applications. We exam-
ine the performance of our design in
a variety of configurations, explain-
ing the circumstances under which it
falls short of that achieved when
applications were manually modified
to issue hints. Through simulation,
we also estimate how the perfor-
mance of our design will be affected
by the widening gap between proces-
sor and disk speeds. 

Scalable Concurrency 
Control and Recovery for 
Shared Storage Arrays

$PLUL��*LEVRQ�	�*ROGLQJ

CMU SCS Technical Report, CMU-
CS-99-111, February 1999. 

ABSTRACT

Shared storage arrays let thousands
of storage devices be shared and
directly accessed by end hosts over
switched system-area networks, giv-
ing databases and filesystems highly
scalable, reliable storage. In such
systems, however, concurrent host
I/Os can span multiple shared devic-
es and access overlapping ranges
potentially causing inconsistencies
for redundancy codes and data read
by end hosts. To enable existing
applications to run unmodified and
simplify the development of future
ones, we desire a shared storage
array to provide the illusion of a sin-
gle controller without the scalability
bottleneck and single point of failure
of an actual single controller. We
show how rapidly increasing storage
device intelligence coupled with
storage’s special characteristics can
be successfully exploited to arrive at
a high-performance solution to this
storage management problem. In
particular, we examine four concur-
rency control schemes and specialize
them to shared storage arrays; two
centralized: simple server locking,
and server locking with leased call-
backs and two distributed based on
device participation: distributed
locking using storage-device-embed-
ded lock servers and timestamp
ordering using loosely synchronized
clocks. Simulation results show that
both centralized locking schemes
suffer from scalability limitations.

R E C E N T  P U B L I C A T I O N S
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Also, callback locking is particularly
suspect if applications do not have
much inherent locality and if the
storage system introduces false shar-
ing. Distributed concurrency control
with device support is attractive as it
scales control capacity with storage
and performance capacity and offers
the  o pp or tun i ty  to  p ig gy ba ck
lock/ordering messages on operation
requests eliminating message latency
costs. Simulations show that both
storage-optimized device-based pro-
tocols exhibit close to ideal scaling
achieving 90-95% of the throughput
possible under totally unprotected
operation. As well, timestamp order-
ing uses less network resources, is
free from deadlocks and has perfor-
mance advantages under high load.
We show how timestamp ordering
can be extended with careful opera-
tion history recording to ensure
efficient failure recovery without
inducing I/Os under normal opera-
tion. This brings the overhead of
concurrency control and recovery to
a negligible level thereby realizing
the scalability potential of the shared
array I/O architecture. 

Integrity and Performance in 
Network Attached Storage
*RELRII��1DJOH�	�*LEVRQ

CMU SCS Technical Report, CMU-
CS-98-182, December 1998. 

ABSTRACT

Computer security is becoming
increasingly important in networked
computing. We examine the issue of
high-performance network security
and integrity by focusing on integrat-
ing security into a network storage
system. Emphasizing the cost-con-
strained environment of storage, we
examine how current software-based
cryptography cannot support stor-
age’s Gbit/sec transfer rates and
introduce a novel message authenti-
cation code, based on stored message
digests. This lets storage deliver a
factor of five improvement in our
prototype's integrity protected band-
width without hardware acceleration
for common read operations. For
receivers, where precomputation
cannot be done, we describe an inline
message authentication code to min-
imize buffering requirements. 
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NASD Prototype Released
«�FRQWLQXHG�IURP�SJ���

but, in compliance with US government regulations, it does not support
encryption and decryption for privacy. This code has been tested on Dell/Intel
Pentium workstations, DEC/Compaq Alphas and DEC/Intel StrongArm
embedded microcontrollers. Its user-level client functions have also been port-
ed to Solaris, Irix and FreeBSD (client-only).

NASD has been designed by CMU’s Parallel Data Lab team of academic
researchers working with members of the Parallel Data Consortium (PDC), a
group of interested industry partners able to offer insight into the state of the
storage industry. The PDL co-founded the National Storage Industry Consor-
tium (NSIC) Network-Attached Storage Device working group (http://www.
nsic.org/nasd/), whose participants actively pursue the development, explora-
tion, validation and documentation of network-attached storage technology
and standards. PDL’s NASD has been a principle inspiration for NSIC’s
NASD working group. It has also recently become a multiple-working-group
technology area in the newly formed Storage Networking Industry Association
(SNIA, http://www.snia.org), an organization initiated to develop standards
and markets for networked storage. 

*DUWK�*RRGVRQ�JHWV�
UHDG\�WR�FOLPE�WKH�ZDOO�DW�
1HPDFROLQ�ZKLOH�'DYLG�
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THESIS PROPOSAL:

Using Speculative Execution to
Automatically Hide I/O Latency,
March 22, 1999.

Fay Chang, S.C.S

Previous research has demonstrated
that we can greatly improve the per-
formance of disk-bound applications
by exploiting I/O parallelism through
aggressive prefetching. However,
our ability to make good prefetching
decisions is limited by our ability to
accurately predict the future data
needs of applications. While, in
some cases, programmers may be
willing to manually modify applica-
tions to obtain accurate and timely
prefetching information, automatic
approaches to I/O prefetching are
needed to make the benefits  of
aggressive prefetching readily acces-
sible.  Unfor tunate ly,  a l though

existing automatic approaches can be
very effective, they apply in limited
situations. Prefetching according to a
common access pattern, like sequen-
t i a l  a c c e s s ,  c a n  o n l y  h e l p
applications whose accesses con-
form to such patterns. Dynamic
history-based prefetching approach-
es can only help when there is
recognizable repetition in accesses,
and their ability to recognize repeti-
tion is limited by their resource
requirements. Finally, prefetching
approaches based on static analysis
are constrained by difficult interpro-
cedural analysis problems.

This thesis project explores a novel
approach to automatically determin-
ing an application’s future data needs
that could potentially apply to a wide
range of applications. Our approach
has three basic components: first,
applications attempt to discover their
own future data needs by specula-

tively pre-executing their code;
second, the cost of this additional
execution is hidden by exploiting
otherwise wasted processing cycles
during I/O stalls; and third, applica-
tions are automatically modified to
perform speculative execution using
only simple, generic static analyses
and transformations. This approach
has several advantages over previous
approaches, but it is hampered by the
lack of complete state information
during speculative execution. In
addition, speculative execution
requires machine resources that may
be highly contended in, for example,
a multiprogrammed environment.
This research explores to what
extent, and under what conditions,
our approach can determine the
future data needs of applications in a
manner that will allow applications
to automatically obtain significant
benefits through I/O prefetching.

P R O P O S A L S  	  D E F E N S E S
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archives that never become outdated because the archives are self contained
(include storage, processing elements, and access software), and fully-integrated
storage/processing nodes that fully enable transparent function migration. The cen-
ter has formed a 12 year research agenda, with work already beginning on two
fronts. The Electrical and Computer Engineering MEMS Lab is busy building the
first generation of read/writable MEMS storage devices. In tandem, the PDL is
researching CHIP’s system-level design trade-offs (e.g., bandwidth, capacity, data
layout, software management), so that CHIPS can best support a wide range of cur-
rent (e.g., database, file systems, speech recognition) and future applications.

The PDL continues to build a strong, broad research agenda in storage and systems
architecture. One of the great strengths of our research projects are their synergy.
The lab's initial RAID and prefetching work laid the foundation for understanding
how to architect future storage systems such as NASD. NASD research continues
with our networking and file system research, and has lead to our Active Disk and
ABACUS projects. Now, with CHIPS, we evolve our notion of storage and inte-
gration with computing to create the ubiquitous storage infrastructure of the future.
However, the most important aspect of the Parallel Data Lab are its students, staff,
and faculty. PDL continues to attract the best and brightest people - and it is their
ideas, enthusiasm, and very hard work that continue to make the PDL the premier
research lab in storage and systems architecture.
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puppy dog tails” edition), code-
named Connor.  Analysts were
impressed that CTO Karen Clay was
able to bring this product to market
in just nine months. (Although, like
many high-tech products, the deliv-
ery t ime did sl ip by one week).
“Karen deserves all of the credit for
making Baby 1.0 a big success,” says
CEO Todd Mowry, who, despite his
technical background, played a
largely administrative role in this
project. Baby 1.0 successfully boot-
ed its first program, “Hello World”
(p ronounced  “Waahh ! ! ! ” )  a t
11:44pm, May 12th. 

May 1, 1999
Christos Faloutsos Involved in 
Successful NSF Proposal
Besides acting as the ACM SIG-
MOD ‘99 Program Chair and joining
the Executive Committee of ACM
SIG KDD (special interest group on
Knowledge Discovery in Data and
Data Mining), Christos became the
recipient of an NSF grant in May.
Also involved in the “Informedia-II:
In tegra ted Video  In format ion
Extraction and Synthesis for Adap-
tive Presentation and Summarization
from Distributed Libraries” project
are Howard Wactlar (PI), Michael
Christel, Alex Hauptmann and Takeo
Kanade. Congratulations.

April 23, 1999
First PDS Spring Open House
A Success
The first annual Parallel Data Sys-
tems Spring Open House was a great
success. The Open House offered our
Consortium Member companies the
chance to meet with the PDL mem-
bers at CMU. Though some talks
were given, the focus of this event
was on presenting the PDL’s latest
research through computer demon-
strations, posters and discussion.
Comments from industry attendees
indicated that they especially appre-
ciated the opportunity the Open
House gave them for interaction with

the CMU attendees, over and above
that available at our fall Retreat.
 
March 1999 
Seth Goldstein Receives NSF 
Career Award*
Seth Goldstein is the recipient of a
National Science Foundation Early
Career  Deve lopment  Program
CAREER Award, for his project
“Architecture and Compilers for
Tiger Machines.” CAREER awards,
until recently known as Presidential
Young Investigator awards, provide
support to outstanding junior faculty
members in their pursuit of “research
and education of the highest quali-
t y. . . i n teg ra l  componen ts  in
stimulating the discovery and learn-
ing process.” 

February 1999
Fay Chang Wins Best Paper at 
OSDI*
Fay Chang’s paper, “Automatic I/O
Hint Generation through Speculative
Execution,” was awarded best stu-
den t  paper  ( t i ed )  a t  the  3 rd
Symposium on Operating Systems
Design and Implementation (OSDI),
sponsored by USENIX, IEEE TCOS
and ACM SIGOPS, in New Orleans
(February 23 - 25, 1999). Fay was
the conference’s first speaker, and
did a super job even though her voice
threatened to fail at any moment
right up to and during her talk. She
received compliments from a wide
variety of leaders in the field. 

February 1999 
Garth Gibson Receives Newell 
Award*
Garth received his gold medal at the
CS Whole Department Meeting in
February, in recognition of outstand-
ing work and dedication to quality
research. Established in 1992, the
Newell Award pays tribute to “real
science,” pursued with the integrity,
enthusiasm, and drive exemplified
by Allen Newell’s scientific career. 

February 1999 
Todd Mowry Selected a Sloan 
Research Fellow*
Todd Mowry has been selected as a
Sloan Research Fellow. Awarded
annually by the Alfred P. Sloan
Founda t ion ,  th i s  fe l l owsh ip
acknowledges outstanding young
scientists and economists who are
engaged in research at the frontiers
of computer science, physics, mathe-
matics, chemistry, economics and
neuroscience. The program originat-
ed in 1955 and selects the awardees
from hundreds of exemplary candi-
dates, all in the early stages of their
professional careers. The small
group of final recipients are selected
on the basis of “their exceptional
promise to contribute to the advance-
ment of knowledge.” 

January 1999 
Karen Lindenfelser Receives 
College of Engineering Staff 
Award**
Karen Lindenfelser, faculty secretary
in the Department of Electrical and
Computer Engineering (ECE), was a
top honoree at the College of Engi-
neer ing ’s  f i f t h  annua l  S ta f f
Recognition Awards, Jan. 7 in the
Singleton Room, Roberts Hall.
Selected by a committee of her peers
from nominations across the college,
Karen was recognized for exception-

«�FRQWLQXHG�IURP�SJ���
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al job performance, extraordinary
dedication, an unfailing positive atti-
tude and for being a team player who
serves as a role model for colleagues. 

November 1998 
Garth Gibson awarded Reynold 
B. Johnson Information Storage 
Award* 
Garth Gibson, David Patterson (UC
Berkeley), and Randy Katz (UC Ber-
keley) have been awarded the IEEE
Reynold B. Johnson Information
Storage Award for the developm-

ment of “Redundant Arrays of
Inexpensive Disks (RAID).” The
award,  estab l ished in  1991 to
acknowledge outstanding contribu-
tions in the field of information
storage with emphasis in the area of
computer storage, is awarded to an
individual or a team of not more than
three, and consists of a bronze med-
al, certificate and $5,000 cash prize.
The award honors Reynold B.
Johnson, recognized as a pioneer of
magnetic disk technology and found-
ing manager of the IBM San Jose

Research and Engineering Laborato-
ry in 1952. Garth, Dave and Randy
join an illustrious and distinguished
list of other honored researchers,
including most recently Jean-Pierre
Lazzari (1998/SILMAG), Alan
Shugart (1997/Seagate Technology),
Nobutake Imamura (1996/Tosoh
Corporation), and James Lemke
(1995/Recording Physics, Inc.). 

Several of these articles have been
drawn from campus news sources:
SCS Today (*) and CMU News (**).

Automated Disk Drive Characterization
-LUL�6FKLQGOHU�	�*UHJRU\�*DQJHU
Sophisticated disk schedulers and
detailed disk simulators require
extensive and accurate characteriza-
tions of disk drive performance.
Such characterizations include data
regarding mechanical delays, on-
board caching and prefetching algo-
rithms, command and protocol over-
heads and logical-to-physical block
mappings. Unfortunately, accurate
characterizations have traditionally
been difficult to acquire, forcing
researchers to rely on a collection of
ad-hoc techniques. As a result,
detailed characterizations exist (in
the public domain) for very few disk
drives.

Over the past year, we have devel-
oped DIXtrac to address this prob-
lem. Without human intervention,
DIXtrac can automatically extract
from SCSI disk drives accurate val-
ues for over 100 performance-criti-
cal parameters. DIXtrac runs as a
user-level application on LINUX,
using the /dev/sg interface to pass
SCSI commands directly to the
device driver. It uses a collection of
pre-programmed test vectors to mea-
sure timings for mechanical and
command processing overheads and
uses expert-system-like algorithms

6\QWKHWLF�WUDFHV�UXQ�RQ�D�UHDO�GLVN�FRP�
SDUHG�WR�UXQV�RQ�D�GLVN�VLPXODWRU�ZLWK
H[WUDFWHG�SDUDPHWHUV

to identify layout and caching poli-
cies. Collectively, these parameters
provide sufficient characterization to
allow extremely accurate simulation
of disk performance.

DIXtrac has been used to character-
ize six different disk models from
three manufacturers. Performing a
characterization consists of simply
pointing DIXtrac at the disk of inter-
est. The characterization process
generally requires less than 3 min-
utes to complete (5 minutes in one
case). Using the extracted character-
istics to parameterize the DiskSim
simulator, we observe very close
matches between simulated and
measured disk performance. For
example, the adjacent figure shows
measured and simulated access time
distributions for a validation work-
load of 10000 requests.

Very soon, we expect to release a
new version of the DiskSim simula-
tor together with a collection of
extracted disk characteristics. We
hope to add extracted data for many
disks to our on-line database of char-
acteristics. We also plan to release
the DIXtrac tool for public use.
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Real Disk
Extracted Data

Seagate Cheetah 4LP Random Trace

Seagate Cheetah 4LP Mixed Trace

Demerit Figure 0.16
Random Trace

10000 requests (2/3 READs, 1/3 WRITEs)
Random LBNs distributed across entire disk
1 KB to 8 KB size

Demerit Figure 0.17
Mixed Trace

5000 requests (2/3 READs, 1/3 WRITEs)
20% sequential requests
30% local requests
1 KB to 8 KB size

A W A R D S  	  O T H E R  P D L  N E W S
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F A C U L T Y
Mor Harchol-Balter joined the PDL
this fall and is a new faculty member
of the School of Computer Science.
P l e a s e  s e e  p a g e  4  f o r  a  b r i e f
biography.

Tara Madhyastha, a graduate of the
University of Illinois at Urbana-
Champaign, completed her Postdoc-
toral Fellowship with the PDL this
past June. After an arduous inter-
viewing schedule, she accepted a
position as Assistant Professor in the
Computer Science and Engineering
Department at the University of Cal-
ifornia at Santa Cruz. There, Tara
will teach and continue her research
on characterizing and optimizing
collective I/O access patterns.

S T A F F
Nat Lanza joined the PDL staff as a
full time Staff Programmer this
spring. He has been working on the
NASD project and continues to take
courses towards his Bachelor ’s
degree in CS.

David Rochberg joined the PDL staff
as a programmer in June, when he
decided to take a hiatus from his
Ph.D. research. 

Mike Bigrigg has moved to CMU’s
Institute for Complex Engineered
Systems (ICES), so we still get to see
him occasionally.

Bill Courtright, a former grad stu-
dent of the PDL and most recently
the PDL’s Executive Director, has
moved to PANASAS to manage
Garth.

Sean Levy left the PDL in August to
start his own company after deciding
that there was a market for his inno-
vative thoughts on the way the web
works.

Marc Unangst left the PDL this July
after several years with us to join
Garth and Bill at PANASAS. 

Jim Zelenka, after over 5 years with
the PDL, much of which was spent

overseeing the NASD project, has
also decided to make PANASAS his
new place of employment.

G R A D  S T U D E N T S

David Friedman graduated with a BS
in Electrical and Computer Engi-
neering from CMU and is  now
working on his Master ’s degree
under the direction of Dave Nagle.
He is currently working on a project
in intell igent network interface
cards.

Ed Hogan received a B.S. in Com-
puter Science and a Bachelor of Arts
in Art Studio at the University of
Maryland, College Park. At CMU,
he is enrolled in the Information Net-
work ing Inst i tu t ion ,  an in ter-
disciplinary program formed by SCS
and the Graduate School of Industri-
al Administration. He is working
towards a Master’s degree under the
direction of Garth Gibson, research-
ing  the  prob lems o f  semant ic
mismatch that arise when providing
various clients access to files over a
multi-protocol network file system.

Andrew Klosterman completed his
Bachelor of Science in Electrical
Engineering at the University of
Dayton (Ohio). Research for his
Master’s degree in ECE is focused
on network based security issues,
including intrusion detection, multi-
modal authent icat ion and user
behavior audits. Greg Ganger is his
advisor.

Mike Schienholtz graduated from
ECE with a Bachelor of Science and
is now researching Secure Net-
wo rked  S to rage  under  the
supervision of Greg Ganger as part
of the requirements for a Master’s
degree.

John Strunk received his Bachelor’s
degree from the Department of Com-
puter Engineering at Georgia Tech.
He plans on entering the Ph.D. pro-
gram after completing his Master’s
degree. He is currently working in

the Department of ECE with Greg
Ganger on computer system security.

Neal Tibrewala graduated from the
Department of ECE in 1998 and is
working towards a Master’s degree
and applying to the Ph.D. program.
Greg Ganger is directing his research
in fast servers and alternate SAN net-
working technologies.

Howard Gobioff defended his disser-
tation in July and left soon thereafter
for the San Francisco area where he
has become a Software Engineer at
Google, a search engine start-up.

John Kliegman finished his M.S. and
started with Quackware as a Soft-
ware Engineer. The company moved
to Silicon Valley from Pittsburgh in
September.

Erik Riedel defended his Ph.D.
research on October 12 and moved
west to continue his research in the
Sto rage  Sys tems Program a t
Hewlett-Packard Laboratories

U N D E R G R A D U A T E S
Matt Monroe joined us as an under-
grad programmer at the beginning of
May this year. He is in his senior year
in the Department of CS.

Ross Cohen graduated with a BS in
Mathematics this spring and has
gone west to work for Quantum
Corporation.

Meg Gaj is still at CMU and in her
senior year. She decided to leave the
PDL to become an assistant to the
Department of CS Webmaster.

Adam Phelps finished his degree in
Computer Science this spring and
stayed on as an undergraduate pro-
grammer with the PDL through the
summer. This fall, he went on to
g radua te  s tud ies  a t  S tan fo rd
University.

Ben Schmidt graduated from CMU
last spring, got married and moved to
Mountain View, CA and Nomadic
Technologies to work on mobile net-
working and robotics.

C O M I N G S  	  G O I N G S
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Informally chaired by CMU’s Garth
Gibson, the working group on Net-
work Attached Storage Devices in
the National Storage Industry Con-
sortium (NSIC) sponsors a quarterly
public workshop. Following are the
agendas from the past year. Online
versions of most of these presenta-
tions are available on the NSIC web
site at:
http://www.nsic.org/nasd/meetings.html

NASD Meeting: May 18, 1999
File Systems 
❖ Garth Gibson, Carnegie Mellon, 

NASD Overview plus CMU's 
NASD Security and Scalable 
Bandwidth 

❖ Khalil Amiri, Carnegie Mellon, 
Scalable Concurrency Control 
and Recovery for Shared Storage 
Arrays

❖ Gordon Harris, CrosStor, CIFS 
over SAN 

❖ John Hufferd, IBM, Shared File 
Systems: SANs meet LANs 

❖ Mark Carlson, Sun, Service Level 
Agreements for File Systems 

❖ Remzi Arpaci-Dusseau, Univer-
sity of California, Berkeley, 
Building Systems with Intelli-
gent Components: Panacea or 
Pandemonium? 

❖ Jeff Chase, Duke University, Net-
work-Attached Memory in 
NASD File Services 

❖ Blake Lewis, Network Appli-
ance, Smart Filers and Dumb 
Disks 

❖ David Golds, Microsoft, NTFS: 
Raising the Bar for File Systems 

NASD Meeting: August 17, 1999
Network Storage for Databases: 
Asset, Apathy, or Albatross?
❖ Dave Anderson, Seagate, NASD 

Overview
❖ Kimberly Keeton, UC Berkeley, 

Performance Analysis of Deci-
sion Support Database Workloads 
on Intelligent Disks 

❖ Mustafa Uysal, University of 
Maryland, Evaluation of Active 
Disks for Large Decision Support 
Databases 

❖ Erik Riedel, Carnegie Mellon, 
Active Disk Architecture for 
Databases 

❖ Joe Hellerstein, UC Berkeley, 
Braking the Bandwagon: A Sober 
Look at Intelligent Disk Research 

❖ Bill O’Connell, IBM, DB2 Direc-
tions with NASD and Active 
Disk 

❖ Dina Bitton and Boris Gelman, 
Recursion Dynamics, Inc., 
Exploiting Shared Disk Intelli-
gence 

❖ Bill Bridge, Oracle, Intelligent 
Disks for Databases, Proposals 
for Exploiting Shared Disk Intel-
ligence 

❖ James Hamilton, Microsoft, A 
Database View of Intelligent 
Disks

SNIA Meeting: October 19, 1999
SNIA Object Based Storage Working
Group Kick-off Meeting
❖ Informal presentations by David 

Anderson, working group acting 
chair, Chuck Milligan, Jack Gelb 
and Garth Gibson.

ANSI Meeting: Nov. 5-9, 1999
❖ Presentation of OBSD to ANSI 

X3T10 committee.
❖ ftp://ftp.t10.org/t10/docu-

ment.99/99-315r0.pdf

Final NASD Meeting: Nov. 30, 1999
❖ Presentation of Object-Based 

Storage Device (OBSD)
❖ Proposal to ANSI X3T10
❖ OBSD proposal document avail-

able: 
http://www.nsic.org/nasd/final.pdf

Register to attend, free of charge, by
sending email to Barbara Brittain
(barbara@nsic.org) and indicate if
you would like a 5 minute speaking
slot for responding to the OBSD
document.

SNIA DBS Meeting: December 1,
1999 (tentative)
First  technical  meeting; Santa
Clara, CA.

NSIC-NASD Meeting Agendas: 1998 - 1999


