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Abstract

Many data structures (e.g., matrices) are typically ac-
cessed with multiple access patterns. Depending on the
layout of the data structure in physical address space,
some access patterns result in non-unit strides. In ex-
isting systems, which are optimized to store and access
cache lines, non-unit strided accesses exhibit low spatial
locality. Therefore, they incur high latency, and waste
memory bandwidth and cache space.
We propose the Gather-Scatter DRAM (GS-DRAM)

to address this problem. We observe that a commodity
DRAM module contains many chips. Each chip stores a
part of every cache line mapped to the module. Our idea
is to enable the memory controller to access multiple val-
ues that belong to a strided pattern from di�erent chips
using a single read/write command. To realize this idea,
GS-DRAM �rst maps the data of each cache line to dif-
ferent chips such that multiple values of a strided access
pattern are mapped to di�erent chips. Second, instead of
sending a separate address to each chip, GS-DRAM maps
each strided pattern to a small pattern ID that is commu-
nicated to the module. Based on the pattern ID, each
chip independently computes the address of the value
to be accessed. The cache line returned by the module
contains di�erent values of the strided pattern gathered
from di�erent chips. We show that this approach enables
GS-DRAM to achieve near-ideal memory bandwidth and
cache utilization for many common access patterns.
We design an end-to-end system to exploit GS-DRAM.

Our evaluations show that 1) for in-memory databases,
GS-DRAM obtains the best of the row store and the col-
umn store layouts, in terms of both performance and en-
ergy, and 2) for matrix-matrix multiplication, GS-DRAM
seamlessly enables SIMD optimizations and outperforms
the best tiled layout. Our framework is general, and can
bene�t many modern data-intensive applications.
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1. Introduction

Many data structures are accessed with multiple access
patterns. Depending on the layout of the data structure
in the physical address space, some access patterns re-
sult in large non-unit strides. For instance, in-memory
databases [18, 22, 43] exhibit such strided accesses fre-
quently. While a database can be laid out as a row store
or a column store [45], accessing a column from a row
store (or vice versa) results in non-unit strided accesses.
Most databases typically run two kinds of queries: trans-
actions, which access many �elds from a few rows, or an-
alytics, which access one or few �elds from many rows.
Regardless of the layout, one of these two query types
would result in non-unit strided accesses. We use the
term strided accesses to refer to non-unit strides.

Existing systems are ine�cient in performing strided
accesses because the memory subsystem, i.e., caches and
main memory, is optimized to store and communicate
data at a cache line granularity. Unfortunately, the
cache line size (typically 64 bytes) is usually much larger
than the size of the individual data item involved in a
strided access (typically 4 or 8 bytes). Consequently,
strided accesses have two adverse e�ects on performance:
1) high latency, and 2) unnecessary memory bandwidth
and cache space consumption.

Figure 1 illustrates these two problems using a query
that accesses a single �eld in a database table. The �g-
ure shows the �rst four tuples of the table. We assume
each tuple contains four �elds and �ts in a cache line (as
shown in the �gure). The query accesses only the �rst
�eld of the table. First, each cache line contains only one
useful piece of data (shaded boxes in the �gure). As a re-
sult, the processor must fetch four times more cache lines
than necessary to access the required data. This signif-
icantly increases the latency of the operation, thereby
directly degrading the performance of the program per-
forming the operation. Second, although the program
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Figure 1: Problems in accessing the �rst �eld (shaded boxes)
from a table in a cache-line-optimized memory system. The
box �ij� corresponds to the jth �eld of the ith tuple.

needs only the �rst �eld of the table, each cache line ac-
cess also brings along the remaining �elds of the table
into the cache. As a result, the strided access results in
ine�cient use of o�-chip memory bandwidth and on-chip
cache space, both of which are precious shared resources
in modern systems. This results in high interference
to other concurrently-running programs in the system,
thereby degrading overall system performance. While
the program can lay out the data structure to suit the
dominating access pattern, if multiple access patterns
occur frequently, existing systems cannot avoid strided
accesses. For example, an emerging database workload,
referred to as Hybrid Transaction/Analytical Processing
(HTAP) [3], runs both transactions and real-time ana-
lytics on the same version of the database table.

Given the importance of strided access patterns, sev-
eral prior works (e.g., Impulse [9, 53], Adaptive/Dynamic
Granularity Memory Systems [51, 52]) have proposed so-
lutions to improve the performance of strided accesses.
Unfortunately, prior works [9, 51, 52] require the o�-
chip memory interface to support �ne-grained memory
accesses [4, 5, 8, 50, 55] and, in some cases, a sectored
cache [30, 42]. These approaches signi�cantly increase
the cost of the memory interface and the cache tag store,
and potentially lower the utilization of o�-chip memory
bandwidth and on-chip cache space.

Our goal is to design a mechanism that 1) improves
the performance (cache hit rate and memory bandwidth
consumption) of strided accesses, and 2) works with com-
modity DRAM modules and traditional non-sectored
caches with very few changes.

To this end, we propose the Gather-Scatter DRAM
(GS-DRAM), a substrate that allows the memory con-
troller to gather or scatter data with strided access pat-
terns (speci�cally power-of-2 strides) e�ciently. Our ob-
servation is the following. Modern DRAM modules con-
sist of multiple chips. Each chip within a module con-
tains a part of every cache line stored in the module. Our
idea is to allow the memory controller to access multiple

values of a strided access pattern from di�erent chips
with a single read or write command. However, there
are two challenges in implementing this idea.

First, if multiple pieces of data required by an access
pattern are present in the same chip (referred to as chip
con�icts), then the memory controller must necessarily
issue one read or write for each such piece of data. To
address this problem, GS-DRAM uses a simple data shuf-
�ing mechanism that modi�es the way data of a cache
line is mapped to di�erent DRAM chips within a rank.
Our mapping scheme incurs minimal chip con�icts for
any power-of-2 strided access pattern. Second, in exist-
ing DRAM interfaces, all the chips within a rank access
the same address in response to a read or write com-
mand. To break this restriction, in GS-DRAM, with each
read or write command, the memory controller provides
a modi�er called the pattern ID. Based on the pattern
ID, each DRAM chip uses a simple column translation
logic to compute a new column address, and accesses
the corresponding piece of data. We show that a hand-
ful of pattern IDs and a simple column translation logic
(only two bitwise operations per chip) enables the mem-
ory controller to e�ciently gather or scatter any power-
of-2 strided access pattern. For instance, in the example
of Figure 1, the memory controller can access a cache line
that contains only the �rst �eld of four tuples from the
table, i.e., 00 10 20 30 , with nearly the same latency
as accessing any cache line from DRAM.

For applications to exploit our GS-DRAM substrate,
our mechanism needs support from various layers of the
system stack. The application instructs the processor
to use a speci�c access pattern by using the appropriate
pattern ID with the load and store instructions. Simi-
larly, the processor uses the pattern ID (along with the
cache line address) to locate gathered cache lines. Fi-
nally, we observe that many applications have only two
primary access patterns, and use this observation (as a
restriction) to simplify the support required to maintain
coherence of gathered cache lines. Section 4 discusses
our end-to-end system design and its associated cost.

We quantitatively evaluate GS-DRAM with two appli-
cations. First, for an in-memory database, we compare
the performance of GS-DRAM to a row store and a col-
umn store on a variety of workloads with transactions
and analytics. Our evaluations show that GS-DRAM pro-
vides the best of both the row store and column store lay-
outs for all workloads. More speci�cally, GS-DRAM per-
forms 2X better than the row store for analytical queries
and 3X better than the column store for transactions.
Second, for a General Matrix-Matrix (GEMM) multipli-
cation workload, GS-DRAM avoids the need for a soft-
ware gather to exploit SIMD optimizations, and outper-
forms the best tiled layout by 10%. Section 5 discusses
these results and other applications of GS-DRAM.
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This paper makes the following contributions.

• We propose GS-DRAM, a substrate that exploits
the commodity DRAM architecture to enable the
memory controller to e�ciently gather or scatter
data with strided access patterns. GS-DRAM can be
implemented with negligible changes to commodity
DRAM modules and no changes to DRAM chips.

• We discuss and address several challenges (e.g.,
cache coherence) in designing an end-to-end system
to exploit the GS-DRAM substrate. Our mechanism
requires minimal changes to existing hardware (less
than 0.6% cache area cost).

• We demonstrate the power of GS-DRAM by evaluat-
ing its bene�ts on an emerging in-memory database
application, and a well-optimized matrix-matrix
multiplication workload. GS-DRAM outperforms
state-of-the-art mechanisms for both applications.

2. Background on DRAM

DRAM-based main memory is a multi-level hierarchy of
structures. At the highest level, each processor consists
of one or more DRAM channels. Each channel has a
dedicated command, address, and data bus. One or more
memory modules can be connected to each DRAM chan-
nel. Each memory module contains a number of DRAM
chips. As the data output width of each DRAM chip
is low (typically 8 bits for commodity DRAM), multi-
ple chips are grouped together to form a rank. All chips
within a rank share the command and address buses, but
each chip has its own dedicated data bus. As a result,
any command sent to a rank is processed by all the chips
within the rank, thereby increasing the data width of the
rank. Figure 2 shows the organization of a rank with 4
commodity DRAM chips (we use a 4-chip DRAM rank
just to simplify the explanation of our mechanism. Our
evaluations, however, use standard 8-chip 64-bit DRAM
ranks). With an 8-bit data width for each chip, the data
width of the rank is 32 bits.

Chip 0 Chip 1 Chip 2 Chip 3

cmd
addr

data (32 bits)

Figure 2: Organization of a DRAM rank with 4 chips.

Internally, each chip consists of multiple banks. Al-
though each bank is further divided into smaller struc-
tures [12, 26, 28, 41, 47], for the purposes of understand-
ing our mechanism, the following abstraction of a bank
is su�cient. Each bank consists of many rows of DRAM

cells, and a row bu�er that caches the last accessed row
from the bank. Each row contains many cache lines, each
identi�ed by the corresponding column address.

When the memory controller receives an access to a
cache line (32 bytes), it �rst determines the bank B, row
address R, and the column address C of the cache line
within the DRAM hierarchy. As the data of each cache
line is equally split across all four chips within the rank,
the memory controller maintains a mapping scheme to
determine which parts of the cache line are mapped to
which chips. One simple mapping scheme maps the ith

8 bytes of each cache line to the ith chip.

To read the cache line from DRAM, the memory con-
troller performs the following three steps. First, the
controller issues a PRECHARGE command to the bank B.
This step prepares the bank for a new access and can be
skipped if the bank is already in the precharged state.
Second, the controller issues an ACTIVATE command to
the bank with the address R. This command instructs
all the chips in the rank to copy the data from the cor-
responding row of DRAM cells to the row bu�er within
the bank. This step can also be skipped if the row R
within the bank is already activated. Finally, to access
the cache line, the controller issues a READ command to
the bank with the address C. Upon receiving the com-
mand, each chip accesses the corresponding column of
data (8 bytes) from the row bu�er and transfers it on
the data bus, 8 bits at a time. In DDR DRAM tech-
nology, data can be transferred on the bus in each half
cycle. As a result, the transfer takes 4 bus cycles. Once
the data is transferred, the memory controller assembles
the required cache line based on the cache-line-to-chip
mapping scheme, and sends the cache line back to the
processor. A WRITE operation is similar, except the data
is transferred from the memory controller to DRAM.1

3. The Gather-Scatter DRAM

We will use the database example in Section 1 (Figure 1)
to describe the challenges and the design of our mecha-
nism. To avoid confusion with DRAM terminology, we
will refer to the database rows and columns as tuples and
�elds, respectively. To recap, our example consists of a
database table with many tuples. Each tuple contains
four �elds and �ts exactly in a cache line. Therefore,
accessing any tuple from the table involves only a single
cache line read. On the other hand, accessing (only) a
single �eld from all the tuples requires the processor to
read all the �elds from all the tuples.

Our goal is to design a DRAM substrate that will en-
able the processor to access a �eld of the table (stored

1For detailed discussion DRAM organization and operation, we
refer the reader to other works (e.g., [23, 26, 27, 28, 31, 41, 49, 54]).
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in tuple-major order) across all tuples, without incurring
the penalties of existing interfaces. More speci�cally, if
the memory controller wants to read the �rst �eld of the
�rst four tuples of the table, it must be able to issue
a single command that fetches the following gathered
cache line: 00 10 20 30 . At the same time, the con-
troller must be able to read a tuple from memory (e.g.,
00 01 02 03 ) with a single command. Our idea is to
enable the controller to access multiple values from a
strided access from di�erent chips within the rank with
a single command. However, there are two challenges in
implementing this idea.

3.1. Challenges in Designing GS-DRAM

Figure 3 shows the two challenges. We assume that the
�rst four tuples of the table are stored from the beginning
of a DRAM row. Since each tuple maps to a single cache
line, the data of each tuple is split across all four chips.
Based on the mapping scheme described in Section 2,
the ith �eld of each tuple is mapped to the ith chip.
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cmd
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Challenge 1: The �rst �eld from all the tuples of
the table are mapped to the same chip. The mem-
ory controller must issue one READ for each value.
The �rst �eld of the tuples should be distributed
across all chips for the controller to gather them
with minimum READs.

Challenge 2: All the chips use the same address for
every READ/WRITE command. The memory con-
troller needs more �exibility to gather di�erent
access patterns.

Figure 3: The two challenges in designing GS-DRAM.

Challenge 1: Reducing chip con�icts. The simple map-
ping mechanism maps the �rst �eld of all the tuples to
Chip 0. Since each chip can send out only one �eld (8
bytes) per READ operation, gathering the �rst �eld of the
four tuples will necessarily require four READs. In a gen-
eral scenario, di�erent pieces of data that are required
by a gather operation will be mapped to di�erent chips.
When two such pieces of data are mapped to the same
chip, it results in what we call a chip con�ict. Chip con-

�icts increase the number of READs required to complete
the gather operation. Therefore, we have to map the
data structure to the chips in a manner that minimizes
the number of chip con�icts for target access patterns.

Challenge 2: Communicating the access pattern to the
module. As shown in Figure 3, in today's systems, when
a column command is sent to a rank, all the chips select
the same column from the activated row and send out
the data. If the memory controller needs to access the
�rst tuple of the table and the �rst �eld of the four tuples
each with a single READ operation, we need to break this
constraint and allow the memory controller to poten-
tially read di�erent columns from di�erent chips using a
single READ command. One naive way of achieving this
�exibility is to use multiple address buses, one for each
chip. Unfortunately, this approach is very costly as it sig-
ni�cantly increases the pin count of the memory channel.
Therefore, we need a simple and low cost mechanism to
allow the memory controller to e�ciently communicate
di�erent access patterns to the DRAM module.

In the following sections, we propose a simple mecha-
nism to address the above challenges with speci�c focus
on power-of-2 strided access patterns. While non-power-
of-2 strides (e.g., odd strides) pose some additional chal-
lenges (e.g., alignment), a similar approach can be used
to support non-power-of-2 strides as well.

3.2. Column ID-based Data Shu�ing

To address challenge 1, i.e., to minimize chip con�icts,
the memory controller must employ a mapping scheme
that distributes data of each cache line to di�erent
DRAM chips with the following three goals. First, the
mapping scheme should be able to minimize chip con-
�icts for a number of access patterns. Second, the mem-
ory controller must be able to succinctly communicate
an access pattern along with a column command to the
DRAM module. Third, once the di�erent parts of the
cache line are read from di�erent chips, the memory con-
troller must be able to quickly assemble the cache line.
Unfortunately, these goals are con�icting.

While a simple mapping scheme (e.g., the one de-
scribed in Section 2) enables the controller to assemble a
cache line by concatenating the data received from di�er-
ent chips, this scheme incurs a large number of chip con-
�icts for many frequently occurring access patterns (e.g.,
any power-of-2 stride > 1). On the other hand, pseudo-
random mapping schemes [38] potentially incur a small
number of con�icts for almost any access pattern. Un-
fortunately, such pseudo-random mapping schemes have
two shortcomings. First, for any cache line access, the
memory controller must compute which column of data
to access from each chip and communicate this infor-
mation to the chips along with the column command.
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With a pseudo random interleaving, this communication
may require a separate address bus for each chip, which
would signi�cantly increase the cost of the memory chan-
nel. Second, after reading the data, the memory con-
troller must spend more time assembling the cache line,
increasing the overall latency of the READ operation.

We propose a simple column ID-based data shu�ing
mechanism that achieves a sweet spot by restricting our
focus to power-of-2 strided access patterns. Our shuf-
�ing mechanism is similar to a butter�y network [13],
and is implemented in the memory controller. To map
the data of the cache line with column address C to dif-
ferent chips, the memory controller inspects the n least
signi�cant bits (LSB) of C. Based on these n bits, the
controller uses n stages of shu�ing. Figure 4 shows an
example of a 2-stage shu�ing mechanism. In Stage 1
(Figure 4), if the LSB is set, our mechanism groups ad-
jacent 8-byte values in the cache line into pairs and swaps
the values within each pair. In Stage 2 (Figure 4), if the
second LSB is set, our mechanism groups the 8-byte val-
ues in the cache line into quadruplets, and swaps the
adjacent pairs of values. The mechanism proceeds simi-
larly into the higher levels, doubling the size of the group
of values swapped in each higher stage. The shu�ing
mechanism can be enabled only for those data struc-
tures that require our mechanism. Section 4.3 discusses
this in more detail.

v0 v1 v2 v3

v1 v0 v3 v2

v1 v0 v3 v2

Input Cache Line (four 8-byte values)

0 1

Column Address

Chip 0 Chip 1 Chip 2 Chip 3

Stage 1
( Swaps adjacent

values )

Stage 2
( Swaps adjacent
pairs of values )

Figure 4: 2-stage shu�ing mechanism that maps di�erent 8-
byte values within a cache line to a DRAM chip. For each
mux, 0 selects the vertical input, and 1 selects the cross input.

With this simple multi-stage shu�ing mechanism, the
memory controller can map data to DRAM chips such
that any power-of-2 strided access pattern incurs zero
chip con�icts for values within a single DRAM row.

3.3. Pattern ID: Low-cost Column Translation

The second challenge is to enable the memory controller
to �exibly access di�erent column addresses from di�er-

Address

to DRAM Chip

AND

XOR

MUX

cmd

addr
pattern

Chip ID

cmd = READ or
cmd = WRITE ?

Column
Translation
Logic (CTL)

Figure 5: Column Translation Logic (CTL). Each chip has its
own CTL. The CTL can be implemented in the DRAM module
(as shown in Figure 6). Each logic gate performs a bitwise
operation of the input values.

ent DRAM chips using a single READ command. To this
end, we propose a simple mechanism wherein the mem-
ory controller associates a pattern ID with each access
pattern. It provides this pattern ID with each column
command. Each DRAM chip then independently com-
putes a new column address based on 1) the issued col-
umn address, 2) the chip ID, and 3) the pattern ID. We
refer to this mechanism as column translation.

Figure 5 shows the column translation logic for a
single chip. As shown in the �gure, our mecha-
nism requires only two bitwise operations per chip to
compute the new column address. More speci�cally,
the output column address for each chip is given by
(Chip ID & Pattern ID) ⊕ Column ID, where Column

ID is the column address provided by the memory con-
troller. In addition to the logic to perform these simple
bitwise operations, our mechanism requires 1) a register
per chip to store the chip ID, and 2) a multiplexer to en-
able the address translation only for column commands.
While our column translation logic can be combined with
the column selection logic already present within each
chip, our mechanism can also be implemented within the
DRAM module with no changes to the DRAM chips.

Combining this pattern-ID-based column translation
mechanism with the column-ID-based data shu�ing
mechanism, the memory controller can gather or scatter
any power-of-two strided access pattern with no waste
in memory bandwidth.

3.4. GS-DRAM: Putting It All Together

Figure 6 shows the full overview of our GS-DRAM sub-
strate. The �gure shows how the �rst four tuples of our
example table are mapped to the DRAM chips using our
data shu�ing mechanism. The �rst tuple (column ID =
0) undergoes no shu�ing as the two LSBs of the column
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ID are both 0 (see Figure 4). For the second tuple (col-
umn ID = 1), the adjacent values within each pairs of
values are swapped (Figure 4, Stage 1). Similarly, for
the third tuple (column ID = 2), adjacent pair of values
are swapped (Figure 4, Stage 2). For the fourth tuple
(column ID = 3), since the two LSBs of the column ID
are both 1, both stages of the shu�ing scheme are en-
abled (Figure 4, Stages 1 and 2). As shown in shaded
boxes in Figure 6, the �rst �eld of the four tuples (i.e.,
00 10 20 30 ) are mapped to di�erent chips, allowing the
memory controller to read them with a single READ com-
mand. The same is true for the other �elds of the table
as well (e.g., 01 11 21 31 )

The �gure also shows the per-chip column translation
logic. To read a speci�c tuple from the table, the mem-
ory controller simply issues a READ command with pat-
tern ID = 0 and an appropriate column address. For
example, when the memory controller issues the READ

for column ID 2 and pattern 0, the four chips return the
data corresponding to the columns (2 2 2 2), which is the
data in the third tuple of the table (i.e., 22 23 20 21 ).
In other words, pattern ID 0 allows the memory con-
troller to perform the default read operation. Hence, we
refer to pattern ID 0 as the default pattern.

On the other hand, if the memory controller issues a
READ for column ID 0 and pattern 3, the four chips re-
turn the data corresponding to columns (0 1 2 3), which
precisely maps to the �rst �eld of the table. Similarly,
the other �elds of the �rst four tuples can be read from
the database by varying the column ID with pattern 3.

3.5. GS-DRAM Parameters

GS-DRAM has three main parameters: 1) the number of
chips in each module, 2) the number of shu�ing stages
in the data shu�ing mechanism, and 3) the number of
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Figure 6: GS-DRAM Overview. CTL-i is the column transla-
tion logic with Chip ID = i (Figure 5).

bits of pattern ID. While the number of chips determines
the size of each cache line, the other two parameters de-
termine the set of access patterns that can be e�ciently
gathered by GS-DRAM. We use the term GS-DRAMc,s,p

to denote a GS-DRAM with c chips, s stages of shu�ing,
and p bits of pattern ID.

Figure 7 shows all possible cache lines that can be
gathered by GS-DRAM4,2,2, with the four possible pat-
terns for column IDs 0 through 3. For each pattern ID
and column ID combination, the �gure shows the index
of the four values within the row bu�er that are retrieved
from the DRAMmodule. As shown in the �gure, pattern
0 retrieves contiguous values. Pattern 1 retrieves every
other value (stride = 2). Pattern 2 has a dual stride of
(1,7). Pattern 3 retrieves every 4th value (stride = 4).
In general, pattern 2k − 1 gathers data with a stride 2k.

DRAM Cache line

Col ID retrieved
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Figure 7: List of cache lines gathered by GS-DRAM4,2,2 for all
possible patterns for column IDs 0�3. Each circle contains the
index of the 8-byte value inside the logical row bu�er.

While we showed a use case for pattern 3 (in our ex-
ample), we envision use-cases for other patterns as well.
Pattern 1, for instance, can be useful for data structures
like key-value stores. Assuming an 8-byte key and an 8-
byte value, the cache line (Patt 0, Col 0) corresponds
to the �rst two key-value pairs. However the cache line
(Patt 1, Col 0) corresponds to the �rst four keys, and
(Patt 1, Col 1) corresponds to the �rst four values.
Similarly, pattern 2 can be use to fetch odd-even pairs
of �elds from an object with 8 �elds.

Our mechanism is general. For instance, with
GS-DRAM8,3,3 (i.e., 8 chips, 3 shu�ing stages, and 3
bits of pattern ID), the memory controller can access
data with seven di�erent patterns (e.g., pattern 7 re-
sults in a stride of 8). Section 6 discusses other simple
extensions to our approach to enable more �ne-grained
gather access patterns, and larger strides.
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3.6. Ease of Implementing GS-DRAM

In Section 5, we will show that GS-DRAM has com-
pelling performance and energy bene�ts compared to
existing DRAM interfaces. These bene�ts are aug-
mented by the fact that GS-DRAM is simple to imple-
ment. First, our data shu�ing mechanism is simple and
has low latency. Each stage involves only data swap-
ping and takes at most one processor cycle. Our eval-
uations use GS-DRAM8,3,3, thereby incurring 3 cycles
of additional latency to shu�e/unshu�e data for each
DRAM write/read. Second, for GS-DRAM∗,∗,p, the col-
umn translation logic requires only two p-bit bitwise op-
erations, a p-bit register to store the chip ID, and a p-bit
multiplexer. In fact, this mechanism can be implemented
as part of the DRAM module without any changes to the
DRAM chips themselves. Finally, third, GS-DRAM re-
quires the memory controller to communicate only k bits
of pattern ID to the DRAM module, adding only a few
pins to each channel. In fact, the column command in
existing DDR DRAM interfaces already has a few spare
address pins that can potentially be used by the memory
controller to communicate the pattern ID (e.g., DDR4
has two spare address pins for column commands [21]).

4. End-to-end System Design

In this section, we discuss the support required from the
rest of the system stack to exploit the GS-DRAM sub-
strate. In this paper, we propose a mechanism that lever-
ages support from di�erent layers of the system stack
to exploit GS-DRAM: 1) on-chip caches, 2) the instruc-
tion set architecture, and 3) software. It is also possible
for the processor to dynamically identify di�erent access
patterns present in an application and exploit GS-DRAM
to accelerate such patterns transparently to the applica-
tion. As our goal in this work is to demonstrate the
bene�ts of GS-DRAM, we leave the design of such an au-
tomatic mechanism for future work. The following sec-
tions assume a GS-DRAM∗,∗,p, i.e., a p-bit pattern ID.

4.1. On-Chip Cache Support

Our mechanism introduces two problems with respect
to on-chip cache management. First, when the mem-
ory controller gathers a cache line from a non-zero pat-
tern ID, the values in the cache line are not contiguously
stored in physical memory. For instance, in our example
(Figure 1), although the controller can fetch the �rst �eld
of the �rst four tuples of the table with a single READ,
the �rst �eld of the table is not stored contiguously in
physical memory. Second, two cache lines belonging to
di�erent patterns may have a partial overlap. In our ex-
ample (Figure 1), if the memory controller reads the �rst

tuple (pattern ID = 0, column ID = 0) and the �rst �eld
of the �rst four tuples (pattern ID = 3, column ID = 0),
the two resulting cache lines have a common value (the
�rst �eld of the �rst tuple, i.e., 00 ).

One simple way to avoid these problems is to store the
individual values of the gathered data in di�erent phys-
ical cache lines by employing a sectored cache [30] (for
example). However, with the o�-chip interface to DRAM
operating at a wider-than-sector (i.e., a full cache line)
granularity, such a design will increase the complexity
of the cache-DRAM interface. For example, writebacks
may require read-modify-writes as the processor may not
have the entire cache line. More importantly, a mecha-
nism that does not store the gathered values in the same
cache line cannot extract the full bene�ts of SIMD op-
timizations because values that are required by a single
SIMD operation would now be stored in multiple phys-
ical cache lines. Therefore, we propose a simple mecha-
nism that stores each gathered cache line from DRAM
in a single physical cache line in the on-chip cache. Our
mechanism has two aspects.

1. Identifying non-contiguous cache lines. When a
non-contiguous cache line is stored in the cache, the
cache controller needs a mechanism to identify the cache
line. We observe that, in our proposed system, each
cache line can be uniquely identi�ed using the cache line
address and the pattern ID with which it was fetched
from DRAM. Therefore, we extend each cache line tag
in the cache tag store with p additional bits to store the
pattern ID of the corresponding cache line.

2. Maintaining cache coherence. The presense of over-
lapping cache lines has two implications on cache coher-
ence. First, before fetching a cache line from DRAM, the
controller must check if there are any dirty cache lines in
the cache which have a partial overlap with the cache line
being fetched. Second, when a value is modi�ed by the
processor, in addition to invalidating the modi�ed cache
line from the other caches, the processor must also in-
validate all other cache lines that contain the value that
is being modi�ed. With a number of di�erent available
patterns, this can be a complex and costly operation.

Fortunately, we observe that many applications that
use strided accesses require only two pattern IDs per
data structure, the default pattern and one other pattern
ID. Thus, as a trade-o� to simplify cache coherence, we
restrict each data structure to use only the zero pattern
and one other pattern ID. To implement this constraint,
we associate each virtual page with an additional p-bit
pattern ID. Any access to a cache line within the page
can use either the zero pattern or the page's pattern ID.
If multiple virtual pages are mapped to the same phys-
ical page, the OS must ensure that the same alternate
pattern ID is used for all mappings.
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Before fetching a cache line from DRAM with a pat-
tern, the memory controller must only look for dirty
cache lines from the other pattern. Since all these cache
lines belong to the same DRAM row, this operation is
fast and can be accelerated using simple structures like
the Dirty-Block Index [40]. Similarly, when the proces-
sor needs to modify a shared cache line, our mechanism
piggybacks the other pattern ID of the page along with
the read-exclusive coherence request. Each cache con-
troller then locally invalidates the cache lines from the
other pattern ID that overlap with the cache line being
modi�ed. For GS-DRAMc,∗,∗, our mechanism requires c
additional invalidations for each read-exclusive request.

4.2. Instruction Set Architecture Support

To enable software to communicate strided access pat-
terns to the processor, we introduce a new variant of the
load/store instruction, called pattload/pattstore
that enable the application to specify the pattern ID.
These new instructions takes the following form:

pattload reg, addr, patt

pattstore reg, addr, patt

where reg is the destination register, addr is the address
of the data, and patt is the pattern ID.
To execute a pattload or pattstore, the processor

�rst splits the addr �eld into two parts: the cache line
address (caddr), and the o�set within the cache line
(offset). Then the processor sends out a request for
the cache line with address-pattern combination (caddr,
patt). If the cache line is present in the on-chip cache, it
is sent to the processor. Otherwise, the request reaches
the memory controller. The memory controller identi-
�es the row address and the column address from caddr

and issues a READ command for a cache line with pat-
tern ID patt. If the memory controller interleaves cache
lines across multiple channels (or ranks), then it must
access the corresponding cache line within each channel
(or rank) and interleave the data from di�erent channels
appropriately before obtaining the required cache line.
The cache line is then stored in the on-chip cache and is
also sent to the processor. After receiving the cache line,
the processor reads or updates the data at the offset

to or from the destination or source register (reg).
Note that architectures like x86 allow instructions to

directly operate on memory by using di�erent addressing
modes to specify memory operands [1]. For such archi-
tectures, common addressing modes may be augmented
with a pattern ID �eld, or instruction pre�xes may be
employed to specify the pattern.

4.3. System and Application Software Support

Our mechanism requires two pieces of information from
the software for each data structure: 1) whether the

data structure requires the memory controller to use the
shu�ing mechanism (Section 3.2) (we refer to this as
the shu�e �ag), and 2) the alternate pattern ID (Sec-
tion 3.3) with which the application will access the data
structure. To enable the application to specify this infor-
mation, we propose a new variant of the malloc system
call, called pattmalloc, which includes two additional
parameters: the shu�e �ag, and the pattern ID. When
the OS allocates virtual pages for a pattmalloc, it also
updates the page tables with the shu�e �ag and the al-
ternate pattern ID for those pages.

Once the data structure is allocated with pattmalloc,
the application can use the pattload or pattstore in-
struction to access the data structure e�ciently with
both the zero pattern and the alternate access pattern.
While we can envision automating this process using a
compiler optimization, we do not explore that path in
this paper. Figure 8 shows an example piece of code be-
fore and after our optimization. The original code (line
5) allocates an array of 512 objects (each object with
eight 8-byte �elds) and computes the sum of the �rst
�eld of all the objects (lines 8 and 9). The �gure high-
lights the key bene�t of our approach.

In the program without our optimization (Figure 8,
left), each iteration of the loop (line 9) fetches a di�er-
ent cache line. As a result, the entire loop accesses 512
di�erent cache lines. On the other hand, with our op-
timization (Figure 8, right), the program �rst allocates
memory for the array using pattmalloc (line 5), with
the shu�e �ag enabled and an alternate pattern ID =
7 (i.e., stride of 8). The program then breaks the loop
into two parts. Each iteration of the outer loop (line 8)
fetches a single strided cache line that contains only val-
ues from the �rst �eld. The loop skips the other �elds (i
+= 8). The inner loop (lines 9-11) iterates over values
within each strided cache line. In the �rst iteration of
the inner loop, the pattload instruction with pattern
ID 7 fetches a cache line with a stride of 8. As a re-
sult, the remaining seven iterations of the inner loop re-
sult in cache hits. Consequently, with our optimization,
the entire loop accesses only 64 cache lines. As we will
show in our evaluations, this reduction in the number
of accessed cache lines directly translates to reduction
in latency, bandwidth consumption, and cache capacity
consumption, thereby improving overall performance.

4.4. Hardware Cost

In this section, we quantify the changes required by our
mechanism, speci�cally GS-DRAM8,3,3 (Section 3.5), to
various hardware components. On the DRAM side, �rst,
our mechanism requires the addition of the column trans-
lation logic (CTL) for each DRAM chip. Each CTL re-
quires a 3-bit register for the Chip ID, a 3-bit bitwise
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1. struct Obj {

2. int64 field[8];

3. };

4. ...

5. arr = malloc(512 * sizeof(Obj));

6. ...

7. int64 sum = 0;

8. for (int i = 0; i < 512; i ++)

9. sum += arr[i].field[0];

1. struct Obj {

2. int64 field[8];

3. };

4. ...

5. arr = pattmalloc(512 * sizeof(Obj), SHUFFLE, 7 );

6. ...

7. int64 sum = 0;

8. for (int i = 0; i < 512; i += 8)

9. for (int j = 0; j < 8; j ++)

10. pattload r1, arr[i] + 8*j, 7

11. sum += r1

Before Optimization After Optimization

One cache line

for each �eld
One cache line

for eight �elds

Enable shu�ing

for arr

Pattern 7 gathers

a stride of 8

Access cache line

with stride of 8

Figure 8: Example code without and with our optimization.

AND gate, a 3-bit bitwise XOR gate and a 3-bit bitwise
multiplexer. Even for a commodity DRAM module with
8 chips, the overall cost is roughly 72 logic gates and
24 bits of register storage, which is negligible compared
to the logic already present in a DRAM module. Sec-
ond, our mechanism requires a few additional pins on the
DRAM interface to communicate the pattern ID. How-
ever, existing DRAM interfaces already have some spare
address bits, which can be used to communicate part of
the pattern ID. Using this approach, a 3-bit pattern ID
requires only one additional pin for DDR4 [21].
On the processor side, �rst, our mechanism requires

the controller to implement the shu�ing logic. Second,
our mechanism augments each cache tag entry with the
pattern ID. Each page table entry and TLB entry stores
the shu�e �ag and the alternate pattern ID for the corre-
sponding page (Section 4.1). For a 3-bit pattern ID, the
cost of this addition is less than 0.6% of the cache size.
Finally, the processor must implement the pattload and
pattstore instructions, and the state machine for invali-
dating additional cache lines on read-exclusive coherence
requests. The operation of pattload/pattstore is not
very di�erent from that of a regular load/store instruc-
tion. Therefore, we expect the implementation of these
new instructions to be simple. Similarly, on a write,
our mechanism has to check only eight cache lines (for
GS-DRAM with 8 chips) for possible overlap with the
modi�ed cache line. Therefore, we expect the invalida-
tion state machine to be relatively simple. Note that a
similar state machine has been used to keep data coher-
ent in a virtually-indexed physically-tagged cache in the
presence of synonyms [2].

5. Applications and Evaluations

To quantitatively evaluate the bene�ts of GS-DRAM, we
implement our framework in the Gem5 simulator [7], on
top of the x86 architecture. We implement the pattload

instruction by modifying the behavior of the prefetch

instruction to gather with a speci�c pattern into ei-
ther the rax register (8 bytes) or the xmm0 register (16
bytes). None of our evaluated applications required the
pattstore instruction. Table 1 lists the main parame-
ters of the simulated system. All caches uniformly use
64-byte cache lines. While we envision several applica-
tions to bene�t from our framework, in this section, we
primarily discuss and evaluate two applications: 1) an
in-memory database workload, and 2) general matrix-
matrix multiplication workload.

Processor 1-2 cores, x86, in-order, 4 GHz

L1-D Cache Private, 32 KB, 8-way associative, LRU policy

L1-I Cache Private, 32 KB, 8-way associative, LRU policy

L2 Cache Shared, 2 MB, 8-way associative, LRU policy

Memory
DDR3-1600, 1 channel, 1 rank, 8 banks

Open row, FR-FCFS [39, 56], GS-DRAM8,3,3

Table 1: Main parameters of the simulated system.

5.1. In-Memory Databases

In-memory databases (IMDB) (e.g., [18, 22, 43]) provide
signi�cantly higher performance than traditional disk-
oriented databases. Similar to any other database, an
IMDB may support two kinds of queries: transactions,
which access many �elds from a few tuples, and ana-
lytics, which access one or few �elds from many tuples.
As a result, the storage model used for the database
tables heavily impacts the performance of transactions
and analytical queries. As mentioned in Section 1, while
a row-oriented organization (row store) is better for
transactions, a column-oriented organization [45] (col-
umn store) is better for analytics. Increasing need for
both fast transactions and fast real-time analytics has
given rise to a new workload referred to as Hybrid Trans-
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action/Analytical Processing (HTAP) [3]. In an HTAP
workload, both transactions and analytical queries are
run on the same version of the database. Unfortunately,
neither the row store nor the column store provides the
best performance for both transactions and analytics.
With our GS-DRAM framework, each database table

can be stored as a row store in memory, but can be
accessed at high performance both in the row-oriented
access pattern and the �eld-oriented access pattern.2

Therefore, we expect GS-DRAM to provide the best of
both row and column layouts for both kinds of queries.
We demonstrate this potential bene�t by comparing the
performance of GS-DRAM with both a row store layout
(Row Store) and a column store layout (Column Store) on
three workloads: 1) a transaction-only workload, 2) an
analytics-only workload, and 3) an HTAP workload. For
our experiments, we assume an IMDB with a single ta-
ble with one million tuples and no use of compression.
Each tuple contains eight 8-byte �elds, and �ts exactly
in a 64B cache line. (Our mechanism naturally extends
to any table with power-of-2 tuple size.)
Transaction workload. For this workload, each

transaction operates on a randomly-chosen tuple, access-
ing i, j, and k �elds in the read-only, write-only, and
read-write mode, respectively. Figure 9 compares the
performance (execution time) of GS-DRAM, Row Store,
and Column Store on the transaction workload for var-
ious values of i, j, and k (x-axis). The workloads are
sorted based on the total number of �elds accessed by
each transaction. For each mechanism, the �gure plots
the execution time for running 10000 transactions.
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Figure 9: Transaction Workload Performance: Execution time
for 10000 transactions. The x-axis indicates the number of
read-only, write-only, and read-write �elds for each workload.

We draw three conclusions. First, as each trans-
action accesses only one tuple, it accesses only one
cache line. Therefore, the performance of Row Store

is almost the same regardless of the number of �elds

2GS-DRAM requires the database to be structured (i.e., not have
any variable length �elds). This is �ne for most high-performance
IMDBs as they handle variable length �elds using �xed size point-
ers for fast data retrieval [19, 32]. GS-DRAM will perform at least
as well as the baseline for unstructured databases.

read/written by each transaction. Second, the perfor-
mance of Column Store is worse than that of Row Store,
and decreases with increasing number of �elds. This is
because Column Store accesses a di�erent cache line for
each �eld of a tuple accessed by a transaction, thereby
causing a large number of memory accesses. Finally, as
expected, GS-DRAM performs as well as Row Store and
3X (on average) better than Column Store for the trans-
actions workload.
Analytics workload. For this workload, we measure

the time taken to run a query that computes the sum of
k columns from the table. Figure 10 compares the per-
formance of the three mechanisms on the analytics work-
load for k = 1 and k = 2. The �gure shows the perfor-
mance of each mechanism without and with prefetching.
We use a PC-based stride prefetcher [6] (with prefetching
degree of 4 [44]) that prefetches data into the L2 cache.
We draw several conclusions from the results.
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Figure 10: Analytics Workload Performance: Execution time
for running an analytics query on 1 or 2 columns (without and
with prefetching).

First, prefetching signi�cantly improves the perfor-
mance of all three mechanisms for both queries. This is
expected as the analytics query has a uniform stride for
all mechanisms. Second, the performance of Row Store is
roughly the same for both queries. This is because each
tuple of the table �ts in a single cache line and hence,
the number of memory accesses for Row Store is the same
for both queries (with and without prefetching). Third,
the execution time of Column Store increases with more
�elds. This is expected as Column Store needs to fetch
more cache lines when accessing more �elds from the ta-
ble. Regardless, Column Store signi�cantly outperforms
Row Store for both queries, as it causes far fewer cache
line fetches compared to Row Store. Finally, GS-DRAM,
by gathering the columns from the table as e�ciently
as Column Store, performs similarly to Column Store and
signi�cantly better than Row Store both without and
with prefetching (2X on average).
HTAP workload. For this workload, we run one

analytics thread and one transactions thread concur-
rently on the same system operating on the same ta-
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ble. The analytics thread computes the sum of a single
column, whereas the transactions thread runs transac-
tions (on randomly chosen tuples with one read-only and
one write-only �eld) until the analytics thread completes.
We measure 1) the time taken to complete the analytics
query, and 2) the transaction throughput. Figures 11a
and 11b plot these results, without and with prefetching.
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Figure 11: HTAP (without and with prefetching) (transactions:
1 read-only, 1 write-only �eld; analytics: 1 column)

First, for analytics, prefetching signi�cantly improves
performance for all three mechanisms. GS-DRAM per-
forms as well as Column Store. Second, for transac-
tions, we �nd that GS-DRAM not only outperforms
Column Store, in terms of transaction throughput, but
it also performs better than Row Store. We traced this
e�ect back to inter-thread contention for main mem-
ory bandwidth, a well-studied problem (e.g., [17, 24, 25,
34, 35, 46]). The FR-FCFS [39, 56] memory scheduler
prioritizes requests that hit in the row bu�er. With
Row Store, the analytics thread accesses all the cache
lines in a DRAM row, thereby starving requests of the
transaction thread to the same bank (similar to a mem-
ory performance hog program described in [33]). In con-
trast, by fetching just the required �eld, GS-DRAM ac-
cesses 8 times fewer cache lines per row. As a result,
it stalls the transaction thread for much smaller amount
of time, leading to higher transaction throughput than
Row Store. The problem becomes worse for Row Store

with prefetching, since the prefetcher makes the analyt-
ics thread run even faster, thereby consuming a larger
fraction of the memory bandwidth.
Energy. We use McPAT [29] and DRAMPower [10, 11]

(integrated with Gem5 [7]) to estimate the processor
and DRAM energy consumption of the three mecha-
nisms. Our evaluations show that, for transactions,
GS-DRAM consumes similar energy to Row Store and
2.1X lower than Column Store. For analytics (with
prefetching enabled), GS-DRAM consumes similar en-
ergy to Column Store and 2.4X lower energy (4X without
prefetching) than Row Store. (As di�erent mechanisms

perform di�erent amounts of work for the HTAP work-
load, we do not compare energy for this workload.) The
energy bene�ts of GS-DRAM come from 1) lower overall
processor energy consumption due to reduced execution
time, and 2) lower DRAM energy consumption due to
signi�cantly fewer memory accesses.
Figure 12 summarizes the performance and energy

bene�ts of GS-DRAM over Row Store and Column Store

for the transaction workload and the analytics workload.
We conclude that GS-DRAM provides the best of both
the row store and the column store layouts.
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Figure 12: Summary of performance and energy consumption
for the transactions and analytics workloads

5.2. Scienti�c Computation: GEMM

General Matrix-Matrix (GEMM) multiplication is an
important kernel in many scienti�c computations. When
two n×n matrices A and B are multiplied, the matrix A
is accessed in the row-major order, whereas the matrix
B is accessed in the column-major order. If both matri-
ces are stored in row-major order, a naive algorithm will
result in poor spatial locality for accesses to B. To mit-
igate this problem, matrix libraries use two techniques.
First, they split each matrix into smaller tiles, converting
the reuses of matrix values into L1 cache hits. Second,
they use SIMD instructions to speed up each vector dot
product involved in the operation.
Unfortunately, even after tiling, values of a column of

matrix B are stored in di�erent cache lines. As a result,
to exploit SIMD, the software must gather the values of
a column into a SIMD register. In contrast, GS-DRAM
can read each tile of the matrix in the column-major
order into the L1 cache such that each cache line contains
values gathered from one column. As a result, GS-DRAM
naturally enables SIMD operations, without requiring
the software to gather data into SIMD registers.
Figure 13 plots the performance of GEMM with

GS-DRAM and with the best-performing tiled version
normalized to a non-tiled version for di�erent sizes (n)
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Figure 13: GEMM Multiplication: Performance of GS-DRAM
and the best tiled-version (normalized to a non-tiled baseline).
Values on top indicate percentage reduction in execution time
of GS-DRAM compared to tiling.

of the input matrices. We draw two conclusions. First,
as the size of the matrices increases, tiling provides sig-
ni�cant performance improvement by eliminating many
memory references. Second, by seamlessly enabling
SIMD operations, GS-DRAM improves the performance
of GEMM multiplication by 10% on average compared
to the best tiled baseline. Note that GS-DRAM achieves
10% improvement over a heavily-optimized tiled baseline
that spends most of its time in the L1 cache.

5.3. Other Applications

We envision GS-DRAM to bene�t many other applica-
tions like key-value stores, graph processing, and graph-
ics. Key-value stores have two main operations: insert
and lookup. The insert operation bene�ts from both
the key and value being in the same cache line. On the
other hand, the lookup operation bene�ts from accessing
a cache line that contains only keys. Similarly, in graph
processing, operations that update individual nodes in
the graph have di�erent access patterns than those that
traverse the graph. In graphics, multiple pieces of infor-
mation (e.g., RGB values of pixels) may be packed into
small objects. Di�erent operations may access multiple
values within an object or a single value across a large
number of objects. The di�erent access patterns exhib-
ited by these applications have a regular stride and can
bene�t signi�cantly from GS-DRAM.

6. Extensions to GS-DRAM

In this section, we describe three simple extensions
to GS-DRAM: 1) programmable shu�ing, 2) wider pat-
tern IDs, and 3) intra-chip column translation. These
extensions (together or individually) allow GS-DRAM to
1) express more patterns (e.g., larger strides), 2) gather
or scatter data at a granularity smaller than 8 bytes, and
3) enable ECC support.

6.1. Programmable Shu�ing

Although our shu�ing mechanism uses the least signif-
icant bits of the column ID to control the shu�ing stages,
there are two simple ways of explicitly controlling which
shu�ing stages are active. First, we can use a shu�e
mask to disable some stages. For example, the shu�e
mask 10 disables swapping of adjacent values (Figure 4,
Stage 1). Second, instead of using the least signi�cant
bits to control the shu�ing stages, we can choose dif-
ferent combinations of bits (e.g., XOR of multiple sets
of bits [14, 48]). To enable programmable shu�ing, we
add another parameter to GS-DRAM called the shu�ing
function, f . For GS-DRAMc,s,p,f , the function f takes a
column ID as input and generates an n-bit value that is
used as the control input to the n shu�ing stages. The
function f can be application-speci�c, thereby optimiz-
ing GS-DRAM for each application.

6.2. Wider Pattern IDs

Although a wide pattern ID comes at additional cost,
using a wider pattern ID allows the memory controller
to express more access patterns. However, the column
translation logic (CTL) performs a bitwise AND of the
chip ID and the pattern ID to create a modi�er for the
column address. As a result, even if we use a wide
pattern ID, a small chip ID disables the higher order
bits of the pattern ID. Speci�cally, for GS-DRAMc,∗,p, if
p > log c, the CTL uses only the least signi�cant log c
bits of the pattern ID. To enable wider pattern IDs, we
propose to simply widen the chip ID used by the CTL
by repeating the physical chip ID multiple times. For
instance, with 8 chips and a 6-bit pattern ID, the chip
ID used by CTL for chip 3 will be 011-011 (i.e., 011
repeated twice). With this simple extension, GS-DRAM
can enable more access patterns (e.g., larger strides).

6.3. Intra-Chip Column Translation

Although we have assumed that each DRAM bank has
a single wide row-bu�er, in reality, each DRAM bank is a
2-D collection of multiple small tiles or MATs [26, 47, 54].
Similar to how each chip within a rank contributes 64
bits to each cache line, each tile contributes equally to
the 64 bits of data supplied by each chip. We can use
the column translation logic within each DRAM chip
to select di�erent columns from di�erent tiles for a sin-
gle READ or WRITE. This mechanism has two bene�ts.
First, with the support for intra-chip column translation,
we can gather access patterns at a granularity smaller
than 8 bytes. Second, with DIMMs that support ECC,
GS-DRAM may incur additional bandwidth to read all
the required ECC values for non-zero patterns. How-
ever, if we use a chip that supports intra-chip column
selection for ECC, accesses with non-zero patterns can
gather the data from the eight data chips and gather the
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ECC from the eight tiles within the ECC chip, thereby
seamlessly supporting ECC for all access patterns.

7. Related Work

To our knowledge, this is the �rst work to exploit
DRAM architecture to improve the spatial locality of
strided accesses and provide e�cient gather/scatter sup-
port by introducing simple data mapping and logic
changes. In this section, we compare GS-DRAM to sev-
eral prior works that propose mechanisms to improve the
performance of such strided and gather/scatter accesses.

Carter et al. [9] propose Impulse, a mechanism to ex-
port gather operations to the memory controller. In their
system, applications specify a gather mapping to the
memory controller (with the help of the OS). To per-
form a gather access, the controller assembles a cache
line with only the values required by the access pattern
and sends the cache line to the processor, thereby re-
ducing the bandwidth between the memory controller
and the processor. Impulse has two shortcomings.
First, with commodity DRAM modules, which are op-
timized for accessing cache lines, Impulse cannot mit-
igate the wasted memory bandwidth consumption be-
tween the memory controller and DRAM. Impulse re-
quires a memory interface that supports �ne-grained ac-
cesses (e.g., [4, 5, 8, 50, 55]), which signi�cantly increases
the system cost. Second, Impulse punts the problem of
maintaining cache coherence to software. In contrast,
our mechanism 1) works with commodity DRAM mod-
ules with very few changes, and 2) provides coherence of
gathered cache lines transparent to software.

Yoon et al. [51, 52] propose the Dynamic Granularity
Memory System (DGMS), a memory interface that al-
lows the memory controller to dynamically change the
granularity of memory accesses in order to avoid un-
necessary data transfers for accesses with low spatial
locality. Similar to Impulse, DGMS requires a mem-
ory interface that supports �ne-grained memory accesses
(e.g., [4, 5, 8, 50, 55]) and a sectored cache [30, 42]. In
contrast, GS-DRAM works with commodity DRAMmod-
ules and non-sectored caches with very few changes.

Prior works (e.g., [6, 15, 16, 36, 37, 44]) propose
prefetching for strided accesses. While prefetching re-
duces the latency of such accesses, it does not avoid
the waste in memory bandwidth and cache space. He
et al. [20] propose a model to analyze the performance
of gather-scatter accesses on a GPU. To improve cache
locality, their model splits gather-scatter loops into mul-
tiple passes such that each pass performs only accesses
from a small group of values that �t in the cache. This
mechanism works only when multiple values are actually
reused by the application. In contrast, GS-DRAM fetches

only useful values from DRAM, thereby achieving better
memory bandwidth and cache utilization.

8. Conclusion

We introduced Gather-Scatter DRAM, a low-cost sub-
strate that enables the memory controller to e�ciently
gather or scatter data with di�erent non-unit strided
access patterns. Our mechanism exploits the fact that
multiple DRAM chips contribute to each cache line ac-
cess. GS-DRAMmaps values accessed by di�erent strided
patterns to di�erent chips, and uses a per-chip column
translation logic to access data with di�erent patterns
using signi�cantly fewer memory accesses than existing
DRAM interfaces. Our framework requires no changes
to commodity DRAM chips, and very few changes to the
DRAM module, the memory interface, and the processor
architecture. Our evaluations show that GS-DRAM pro-
vides the best of both the row store and the column store
layouts for a number of in-memory database workloads,
and outperforms the best tiled layout on a well-optimized
matrix-matrix multiplication workload. Our framework
can bene�t many other modern data-intensive applica-
tions like key-value stores and graph processing. We
conclude that the GS-DRAM framework is a simple and
e�ective way to improve the performance of non-unit
strided and gather/scatter memory accesses.
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