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Trees Falling in the Forest  

ẇNobody knows what s in data unless it has been 
processed and analyzed  
ẇNeed a scalable way to automatically search, digest, index, 

and understand contents  

 

Data Í Knowledge 

"If a tree falls in a forest and no one is around to hear it, does it 

make a sound?"  --- George Berkeley 
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Machine Learning 
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1B+ USERS 
30+ PETABYTES 

645 million users 
500 million tweets / day  
 

100+ hours video 
uploaded every minute 
 

32 million 
pages 
 

Massive Data 
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The Scalability Challenge 

Pathetic 

Good! 
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Number of ñmachinesò 
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for (t = 1 to T) {  

  doThings ()  

     
  doOtherThings ()  
}  

An ML Program 

Model Parameter Data 

This computation needs to be scaled up !  

Solved by an iterative convergent algorithm 
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Challenge 1 ï 

Massive Data Scale 

Familiar problem: data from 50B devices, data 

centers wonôt fit into memory of single machine 

Source: Cisco Global Cloud 

Index 

Source: The Connectivist 

D q(D) 
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Challenge 2 ï 

Gigantic Model Size 

Maybe Big Data needs Big Models to extract understanding? 

But models with >1 trillion params also wonôt fit! 

Source: University of 

Bonn 

D q(D) 
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Classic algorithms used for decades 

K-

means 

Logistic 

regression 

Decision 

trees 

Naive Bayes 

 

 

Challenge 3 ï Inadequate support 

for newer methods 
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Google Brain  
Deep Learning  

for images:  
1~10 Billion  

model parameters  

Topic Models  
for news article 

analysis:  
Up to 1 Trillion  

model   
parameters  

      Collaborative filtering  
for Video recommendation:  

1~10 Billion  
                model   

parameters  

Multi - task Regression  
       for simplest whole -

genome analysis:  
100 million ~ 1 Billion  

model  
parameters  

  

Growing Need for Big and 

Contemporary ML Programs 
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