1. Abstract

This document provides a general description of how to deliver enhancements to existing networking technology for storage solutions.

2. Structure of this Draft

TBD

3. IP Storage – Motivation

Recently, the trend toward merging networking and storage interconnect technologies has accelerated. This merging has given rise to new technologies such as Storage Area Networks (SANs) and Network Attached Storage (NAS.) Other technologies, such as Object Based Storage Device (OBSD) are being discussed. Due to the increased usage of the Internet, storage demands will continue to increase. In light of this, it is reasonable to assume that the merging of networking and storage will continue. While current SAN implementations have applied networking concepts to storage technology, another perspective is to apply storage principles and concepts to existing networking technology.

The IP Storage architecture offers a framework within which existing network infrastructures can be used as a high-quality storage subsystem interconnect. The goal is to provide current and future storage requirements while leveraging the broad installed base as well as the inherent manageability, scalability, and availability of the network.

4. Requirements

4.1 Low latency, on the order of a couple hundred microseconds or less

This requirement is easily met using today’s Ethernet switches. Typical values for latency are 3-20 microseconds for commercially available Gigabit Ethernet switches. Even with several switches and a couple hundred meters of cable, the round trip delay will be less than 100 microseconds in the absence of congestion.

4.2 Distances of a few hundred meters

The full duplex, fiber optic version of Gigabit Ethernet will easily span several kilometers, while the copper version will span 100 meters. These distances should be more than adequate for most storage applications. However, some applications may require greater distances.

4.3 Needs to support bandwidth of drives for at least the next 5-10 years

Bandwidth requirements are difficult to predict, since they depend on advances in recording density and mechanical speed of the disk drives, as well as the access patterns of future applications.  Projected access times and sequential access rates for disk drives, assuming historical annual improvement rates, will approach 3 milliseconds and 100 megabytes/second respectively within the next 5 years. For applications which access data sequentially, or in very large random reads, the projections show that a 10 gigabit link will be required. On the other hand, transaction processing applications will still be limited by disk access time to about 350 IOPS per drive, or one to five megabytes a second depending on request size. Even at five megabytes a second, over 20 drives could be supported by a single gigabit link.

4.4 CPU utilization on the order of current storage systems

In order to equal the low CPU utilization of current host adapters, the transport protocol will have to run onboard the host adapter, ideally with special purpose hardware. To keep the hardware simple and inexpensive, a protocol with less complexity than TCP may be necessary.

4.5 Data must be delivered completely and without corruption

The basic Ethernet protocol is that of an unreliable Datagram, but addition of any of a number of transport layer protocols can produce a reliable data conduit quite suitable for storage applications. Therefore, Ethernet and other network technologies are reliable enough for storage interconnects.

4.6 Able to use off the shelf Ethernet switches and IP routers

In simple configurations, level 2 switches will be adequate and cost effective. For more complex environments and where the management needs require the features of IP, level 3 switches and routers will be necessary.

4.7 Needs easy management by system administrator

Small systems will require automatic configuration that can be satisfied by an automatic discovery protocol independent of IP. Larger systems will have system administrators who will want to manage certain aspects of the storage network, which can be done through use of IP and existing IP based tools. 

4.8 Needs to be cost competitive with other storage network technologies

The use of off-the-shelf Ethernet switches and wiring will produce substantial cost savings due to the large volumes associated with the use of such equipment for networks.

4.9 Jointly operate with other protocols

One can easily envision a single interconnect technology providing for the needs of both storage and networking. Therefore, any protocols used for IP Storage must gracefully coexist with other protocols. IP services may be needed to provide for bandwidth management.

5. Key Issues

5.1 Transport

The transport protocol for IP storage should meet the requirements detailed above. It should maximize available bandwidth while minimizing latency.  It should be easy to embed in hardware to be competitive with other storage networking technologies, both in cost and CPU utilization.

The transport protocol should be able to take advantage of the services that IP provides. However, it should be able to be optionally configured to operate without IP.

5.2 Mapping of storage protocol onto transport

The storage protocol should be independent from the transport protocol. The architecture should allow for multiple protocols to be mapped. This will allow for the flexibility of running multiple or different storage protocols on top of the transport. It also will not preclude other non-storage protocols from taking advantage of the low-latency, high-bandwidth attributes of the transport.

5.3 Device Discovery

Unlike communication networks, which assume that all attached devices are peers and that any given device will want to communicate with only a small subset of other devices, storage networks are hierarchical, with a few Initiators in communication with many targets, and with targets in communication only with initiators, or with other targets under the control of an initiator. This storage viewpoint requires that initiators be able to locate all the targets, and be able to communicate with many or all of them.

Storage systems typically use simple discovery protocols designed to be implemented in hardware, at least on the target end, where cost is a major concern. Thus, there may be a need to develop a storage centric protocol for IP Storage, which takes into account the behavior of Ethernet, but still keeps the target’s role simple enough to be implemented directly in hardware. It should be scalable up to systems of hundreds of initiators and thousands of targets.
5.4 Quality of service

IP should be leveraged as much as possible to provide the necessary services.

5.5 Security

TBD

