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Agenda: 
Introductions



Action Item Review



Packetized SCSI 

IPS Goals

IETF Process

Proto charter discussion/Framework doc

Charter Creation

Differences between this meeting and the 2/16 meeting.

Background and overview.

General discussion of OBSD and how it may or may not fit with IPS.  George brings up a point about OSVs and appl. providers accepting OBSD.  This seems somewhat orthogonal to IPS, but is still a valid point.

Using IPS, any native FS ought to work through the driver in the same way they do today.

Drew gave an overview of Packetized SCSI.

George suggested that an abstraction layer such as pictured below would be useful.

SCSI ULP
ATA
ATAPI
Etc.

Mapper/abstraction layer

SCSI LLP
SPI
FC
Etc.

It was suggested that the effort Drew was describing was at a different transport level.  Need common terms to describe these things.

SCSI encapsulation

LTP layer

IP

Physical

Discussion of where we were w/ NDA, etc. so that we could share our POC work early.  Adaptec can probably release this information publicly in 7/00.

Cisco wants to put forward a proposal (solution) prior to statement of problem, charter approval, etc.

Proto charter will be presented at BoF.  Feedback will be gien on this at that time.  Formal charter will be negociated between the AD’s and the WG chairs.

We need:
What we want to achieve and why (Framework doc discusses some of this.)



IETF process



Decision of whether to create a counter-proposal to Cisco’s for 2/16

Yoav believes that we want to have a proposal coming out at the same time as Cicso’s.

Dave N. and George suggested that perhaps the LTP is some limited subset of TCP.  That’s a possibility, of course.

(This is to be a best of class spec, not a spec to support some specific implementation.)

IETF Process:
WG is formed.

· Very focused charter.

· Open to all interested.



Chair/Cochairs nominated.

Reflector set up.

Concensus driven.

Draft created.

Review by AD’s

Approved or

Re-worked if not approved

Internet draft created ((6 months)(Proposed standard

Interoperability testing successful.

Approved standard.

BoF is held (Adelaide, Australia, 3/00).

BoF is a one-shot deal.  If it fails, it’s not allowed for reconsideration.

AD’s determine if WG is formed or not based on BoF outcome.

Pre-BoF is to determine if there is a consensus that there is a need.

Describe what IPS is, generally speaking.

Agree to proto-charter.

IPS Application
LAN
Campus
WAN

Shared
X
SEP
SEP

Unshared
X
SEP
SEP

Trust
SEP
SEP
SEP

· Integrity

· Privacy

· No protection

What:
Server to storage


Block I/O (not file system, object, etc.  Also not preclude these.)


Reliable and Unreliable (reliable LTP or straight to IP, if reliable network)


Shared and non-shared (partitioning)


Integrity, privacy and non-secure (IPSec or not)


IP is LAN, campus, WAN ((IP is)  can keep to subnet via IPv6 address)

Why:
IP is everywhere, so why not use it



Multiple physical transports


Need low overhead and bit efficiencies on IP while still dealing w/ reliability issues)


Uses existing, proven infrastructures


Large scale interoperability enabled/required (the Internet has proven this)


But storage has different requirement



Low processor consumption (cost implications)



Latency sensitive



Low memory availability


Can’t use same old SCSI/TCP/IP



Need reliability



Need light weight




Drive enablement


Manageability tools can be leveraged

While FCP might work over TCP, other storage interfaces to TCP do not work


Timing, reliability, other issues

Other:
Leverages trends of storage



Packetized SCSI



FCP



Partitioning/zoning


Addresses needs of customers



Connectivity



Ease of adding storage



Lower administrative overhead




Common tools may be used


(SLW)AN are all important & Data is #1 asset and must be protected



Disaster recovery



Mirror sites



Data migration, HSM, etc.



Unattended backup


Data storage can be decoupled from system reliability



(e.g. MTDL = [1/MTDL1 * MTDL2]/MTDL1or2)


Can use IPSec

Proto-Charter Outline:

ABSTRACT:

Create an efficient IP-based protocol that enables network storage.  

<List justifications/motivations from the above 3 areas.>

The critical factors for this protocol are:


1)


 |


n)

The timeframe for this work is (milestone doc, description of deliverables)

NFS v4 considerations may be a good template for this document.

See also www.ietf.org/ietf/00mar/blocks-agenda.txt

Action Items:

Distribute Framework doc to IETF prior to BoF -- (Drew, PVS)

Write up proto-charter -- (Dave L, MarkB)

Create and edit slides for pre-BoF -- (Dave N, MarkB, CarlM, GeorgeE) – note that this particular set of 

           slides has limited distribution prior to 2/16

Invite Intel SAL Folks, LSI & Kathy E. of MS, Converenet, Paul Borrill, George Penokie to 2/16 

           -- (Dave N)

Invite Intel NIC, Sun (Kathy Jenks?), TurboLinux (Linda Wang) to 2.16 -- (MarkB)

Short term schedule:

2/4/00 Work delegated

2/7/00 Charter 1st draft

2/8/00 Charter 2nd draft

2/9/00 Framework 2nd Draft

2/10/00 Slides 1st Draft

2/11/00 Framework 3rd Draft

2/14/00 Slides 2nd Draft

2/14/00 PM All docs sent out prior to leaving to travel

2/15/00 Travel Day

2/16/00 F2F pre-BoF





































