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Abstract
Datacenter operations today provide a plethora of new queueing and scheduling prob-
lems. The notion of a “job” has becomemore general andmulti-dimensional. Theways
inwhich jobs and servers can interact have grown in complexity, involving parallelism,
speedup functions, precedence constraints, and task graphs. The workloads are vastly
more variable and more heavy-tailed. Even the performance metrics of interest are
broader than in the past, with multi-dimensional service-level objectives in terms of
tail probabilities. The purpose of this article is to expose queueing theorists to new
models, while providing suggestions for many specific open problems of interest, as
well as some insights into their potential solution.

Keywords Cloud computing · Tail probabilities · Speedup curve · Parallel
scheduling · Multi-core · Heavy tails
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1 Introduction

Most computing today happens within datacenters, often in the form of public clouds
such as Amazon’s EC2 [1], Windows Azure [4], and Google Compute Engine [3], or
on private clouds. Global data center spending exceeds 150 billion dollars yearly [5].
Large datacenters typically consist of tens of thousands of servers, running jobs that
process petabytes of data daily.Behind these jobs sit ever-demandingusers, impatiently
waiting for the result of their jobs.
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At the heart of the data center is the job scheduler, also known as the load balancer,
dispatcher, or front-end router. The scheduler manages the jobs in the datacenter. It
determines which jobs are given priority. It determines which jobs get assigned to
which queues and servers. It determines to what degree each job is parallelized. It
decides when jobs need to be restarted, preempted, or dropped. Because the work
of the scheduler is so complex, companies sometimes deploy multiple schedulers for
each datacenter [20,107].

The scheduler might have any number of goals that it is trying to optimize for. The
scheduler might be looking at the user perspective; for example, trying to minimize
the average user response time or the tail of response time. Response time, a.k.a.,
sojourn time, is the time from when a job first arrives until it completes service. On
the other hand, the scheduler might be looking at the system perspective; for example,
trying to minimize the number of servers in use or the total power consumption. Often
there are multiple competing metrics that the scheduler is trying to trade-off between.
Everywhere, the scheduler is dealing with queues: Which jobs to queue and which to
serve? How to order the jobs within each queue? How to prioritize between different
queues?

All of these computing questions are creating a new heyday for queueing theory.
There are amultitude of newqueueing problems generated from studying the operation
of datacenters. In collaborating with several of the major cloud providers, we find that
we are faced with many more queueing problems than we can answer. Many of these
problems are similar to queueing theory models of the past, but there are changes to
what jobs look like, what servers look like, what performance metrics we want to be
optimizing, and even what workloads look like today. The purpose of this article is to
expose queueing theorists to a few of the new problems.

Sections 2, 3, 4 and 5 deal with new job and server models. These new models
originate from the fact that today’s jobs are predominantly parallel jobs, which makes
them different from the traditional one-server-per-job model. Section 6 characterizes
today’s computing workloads. We will see that the variability in job service require-
ments today is orders of magnitude higher than anything in the past. Section 7 focuses
on today’s performance metrics. While almost all papers in queueing theory focus
on mean response time (or, equivalently, mean number in system), almost no one in
industry cares for this metric. In Sect. 7, we describe today’s metrics and what kinds
of scheduling policies might be needed to optimize for these metrics.

This document is aimed at queueing theorists. As such, we purposely avoid dis-
cussion of lower-level computer systems details that we consider to be of secondary
importance. One example of a simplification that we will make is to use the word
“server” whenever we are talking about something that processes jobs. A server might
refer to a whole machine, or it might refer to a single CPU core on a larger machine,
or even just a single thread. If it seems immaterial to the modeling problem, we will
simply use the word server, or write server/core, and gloss over the details.
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2 Multiserver jobs

Traditional queueing theory is built upon models, such as the M/G/n model, that
assume that each job runs on a single server. These models were representative of
most jobs for a very long time. However, traditional one-server-per-job models are no
longer representative of modern computer systems.

If we look at the large data centers at Google, Microsoft, and Facebook today,
we see that most typically a single job runs on multiple servers simultaneously. One
difference is that today’s workloads include many machine learning jobs, all of which
are highly parallel. For example, Google’s Borg Scheduler [148] schedules many
parallel machine learning jobs like TensorFlow [9,106] among servers within its data
centers.

Figure 1 shows that jobs are very different in the number of servers that they request,
and the difference can vary by five orders of magnitude. We refer to jobs that occupy
multiple servers/cores as multiserver jobs. Multiserver jobs have always existed in
the unique world of supercomputing centers, which were built to run very large-
scale parallel simulations that cannot be run elsewhere. However now, even everyday
ordinary jobs are multiserver jobs.

Figure 2 illustrates what we will refer to as the multiserver job queueing model.
Here, there are a total of n servers. Jobs arrive with average rate λ and are served in
First-Come-First-Served (FCFS) order. With probability pi , an arrival is of class i . An
arriving job of class i requests ni servers and holds onto these servers for Si time.

Note that the term job size is a little ambiguous in this model. We need to be clear
whether we are referring to (i) the number of servers being requested (ni ), or (ii) the
service duration (Si ), or (iii) the product of the two. When looking at the product, it is
common to describe the size in units of CPU-seconds.

Importantly, we note that we are assuming that jobs are served in FCFS order.
This is the default scheduling policy used throughout the cloud-computing industry
when running multiserver jobs; see for example the CloudSim, iFogSim, EPSim and
GridSim cloud computing simulators [108], or the Google Borg Scheduler [144].
There may be multiple priority classes, where class 1 jobs are all served before class
2 jobs, and so on, but within each class the jobs are served in FCFS order.

The multiserver job model is fundamentally different from the one-server-per-job
model in that work conservation does not hold. In the one-server-per-job model, as
long as there are enough jobs present, none of the n servers will be idle. By contrast,

Fig. 1 Distribution of the
number of CPU cores requested
by individual Google jobs
according to Google’s recently
published Borg Trace [144,158].
For privacy reasons, Google
publishes only normalized
numbers; however, it is still clear
that the range spans 5 orders of
magnitude across different jobs

123



6 Queueing Systems (2021) 97:3–37

hold S   time3

hold S   time1

hold S   time4

FCFS

Fig. 2 Multiserver job queueing model with n = 9 servers. An arriving job of class i requests ni servers
and holds onto these servers for Si time. In this particular illustration, ni = i

in the multiserver job model, there may be servers idle because the job at the head
of the queue does not “fit” into the available servers. (It needs more servers than are
available.)1 Consequently, server utilization and system stability both depend on the
scheduling policy and are often far below ideal values. Specifically, ideally our stability
region would be

λ ≤ n
∑

i pi niE [Si ]
. (1)

However, the true stability region can be far smaller than (1), depending on the partic-
ulars of the model (in particular the ni ’s); half of all servers or more might be wasted
[82].

At present almost nothing is known about the performance of the multiserver job
model. A few works have attempted to derive the steady-state distribution of the
number of jobs in the system in highly simplified systems, where all jobs have the
same exponential service duration Si ∼ Exp(μ), ∀i , and there are only n = 2 servers;
see papers by Brill and Green [50] and Filippopoulos and Karatza [62]. However, the
solutions are highly complex, typically involving roots to a quartic equation, which
makes the solutions impractical. Earlier work byKim [102], based on amatrix analytic
approach, is similarly impractical since the complexity scales exponentially with the
size of the system. In summary, understanding the mean response time for multiserver
job systems with more than n = 2 servers is an entirely open problem, even when all
jobs have the same exponentially distributed service durations.

Not only is the multiserver job model largely unstudied with respect to response
time, but even the stability region for this model is only partially understood. In 2016,

1 In the multiserver job model, we assume FCFS scheduling, which is what is used in datacenters. This is
not to be confused with the virtual machine (VM) packing problem, where the literature has focused on
packing jobs into VMs based on the number of resources that they request, so as to achieve throughput
optimality (see [77,85,109,110,118]). However, even in the VM packing problem, waste can occur.
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Rumyantsev and Morozov [123] derived the stability region for the multiserver job
model where all jobs have the same exponential service duration Si ∼ Exp(μ), ∀i ,
although, unlike [50,62], they do allow for any number of servers n. This work was
generalized in [114] and [15] to allow for more general arrival processes. However, the
assumption that all jobs have the same exponential service duration has prevailed. Very
recently, Grosof et al. [82] derived a simple closed-form expression for the stability
region of the multiserver jobmodel where jobs have different exponential service time
durations. Unfortunately, the work in [82] is limited to the case of only two classes.
Characterizing the stability region in a more general setting is an open problem.

Finally, we note that the multiserver jobmodel opens up new scaling regimes where
both the number of servers requested by a job and the system load scale with the total
number of servers. Wang et al. [151] investigate the probability of queueing under this
asymptotic scaling regime.

While very little is known about the performance of multiserver job models, there
is a close cousin of the model, which we will call the multiserver job dropping model,
or just dropping model for short, which is analytically tractable under very general
settings. In the dropping model, jobs which cannot immediately receive service are
dropped. The droppingmodel exhibits a beautiful product formwhen job durations (the
Si ’s) are exponentially distributed. Arthurs and Kaufman [24] were the first to observe
the product form. Whitt [156] generalized the model to allow jobs to demand multiple
resource types, while van Dijk [146] allowed durations to be generally distributed.
Tikhonenko [143] combined aspects of [146,156]. An interesting open problem is
whether anything can be said for the multiserver job model where there is a finite (but
nonzero) queue capacity.

The multiserver job model has appeared in the literature under other names. It is
closely related to streaming models for communication networks. In that setting, the
resource being shared is bandwidth in the network. The “jobs” are audio or video
flows which require a fixed bandwidth reservation to run. (This is akin to needing
a fixed number of servers.) Flows requiring fixed bandwidth are often referred to as
“streaming flows” (see [33]), but are also sometimes referred to as “inelastic jobs” (see
[112,117]). The papers dealing with streaming flows largely operate in the dropping
model,where the goal is to schedule tominimize a cost related to dropping probabilities
(see [31,54,97]). Note that the setting here can be more complex than the multiserver
job dropping model—sometimes because the authors are seeking an optimal dropping
policy, and sometimes because the setting is an entire network.

Another variant of our multiserver job model is a model where the ni servers of a
job are held for different i.i.d. times. This is also a challenging problem; see [16]. Yet
another related model, proposed by Baccelli and Foss [27], is the Poisson Hail model,
where the servers are viewed as a single Euclidean space, and each job occupies a
random interval of this space for some fixed period of time. Stability for Poisson Hail
is studied in [27,63].
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3 Speedup functions

In Sect. 2, we considered large datacenters, running parallel jobs, where the jobs
explicitly request exactly the number of servers that they need.However, in the case of a
smaller server farmor just a singlemulti-coremachine, the number of servers/cores can
be far more limited. Here, we do not have enough servers to allow every parallel job to
specify the number of servers that it needs. Instead, it is the job of the operating system
or scheduler to figure out how to best allocate the limited number of servers/cores
among the jobs at every moment of time.

When determining a policy for sharing a set of servers among multiple jobs, it is
important to understand exactly how a job benefits by receiving more servers. Fortu-
nately, jobs are oftenmalleable, meaning that they are designed to be runnable on any
number of servers [51,57,86]. Parallelizing an individual job across multiple servers
reduces its response time. In practice, however, a job typically receives diminishing
marginal returns from being allocated more servers, because there is some overhead
to running the job in parallel.

It was shown in [38,95] that many of the benefits and overheads of parallelization
can be encapsulated in a job’s speedup function, s(k), which specifies a job’s “speedup”
when running on k servers. If we imagine that s(1) = 1, then a job which is allocated
k servers will run s(k) times faster than if the job were allocated just 1 server. Put
another way, if we define the inherent size of a job to be its service time on a single
server, then if x is the inherent size of a job, then x

s(k) is the job’s service time when

run on k servers.2

Typically, s(k) is concave and sublinear, as shown in Fig. 3a. The function

s(k) = k p,

where 0 < p < 1, is a commonly assumed speedup function; see [34,36,95,160].3

An alternative family of speedup functions is shown in Fig. 3b. These threshold-
based speedup functions take the form

s(k) = k for k < k0,
s(k) = k0 for k ≥ k0,

where k0 > 1. Threshold-based speedup functions are motivated by the fact that the
code associated with a job might only be parallelizable up to some point (k0). Thus,
giving the job more than k0, servers/cores does not provide additional benefit.

The speedup function associated with a job is often something one can easily
approximate just by looking at the code. In cases where it is very important to under-
stand the speedup function exactly, one can run benchmarks where the job is run
on different numbers of servers and its speedup is evaluated in each case. It is thus
reasonable for us to assume that the speedup function is known.

2 In the above example, we are thinking of the job as being run alone on the k servers. If two jobs are
time-sharing the same k servers, then the service time of each will double.
3 If k < 1, it is common to assume that s(k) = k, which is consistent with the intuition that if a job is
allocated half a server, then it runs at half speed.
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Fig. 3 Two types of speedup curves. The speedup curve, s(k), depicts the speedup that a job obtains when
run on k servers/cores. a This figure shows speedup curves of the form s(k) = k p (dotted lines) which
have been fitted to speedup curves from real workloads (solid lines) measured from jobs in the PARSEC-3
parallel benchmarks [160]. The three workloads, blacksholes, bodytrack, and canneal, are best fit by the
function s(k) = k p , where p = 0.89, p = 0.82, and p = 0.69, respectively. b This figure shows various
speedup curves of the threshold type, where the job is fully parallelizable given k < k0 servers, but receives
no speedup benefit beyond that threshold point k0

3.1 The problem statement

Overall goal Typically, jobs arrive over time. There are a fixed number of servers,
n, as well as a queue. Each job follows a speedup function, s(k), which defines its
parallelizability. The high-level goal is to determine, at every moment of time, what
fraction of the n servers to allocate to each job, with the goal of minimizing mean
response time, or some similar metric. Aside from the optimization problem, it is also
useful to derive a formula for the mean response time, given a particular allocation
algorithm.

Some optimization tradeoffs If jobs have increasing but concave speedup functions,
then an individual job will benefit from being givenmore servers. However, the overall
efficiency of the system will drop if we give too many servers to a single job. We need
to balance this tradeoff. At the same time, we need to also consider the fact that some
jobs might have much smaller inherent size than others, and we might want to bias in
favor of these jobs to minimize mean response time.

Different settings of the problem There are several different settings one can consider,
all of practical importance. Firstly, there is the question of whether different jobs
have different speedup functions or whether they all have the same speedup function.
It is often the case that some jobs are more parallelizable than others, thus having
different speedup functions. However, if all jobs originate from the same workload, or
are different instances of the same program, then they will all have the same speedup
function.

Next, there is the question of whether a job’s inherent size is known at the time
when the job arrives. In the first case, the job’s inherent size is known when the job
arrives, or one has a reasonable guess as to its size, based on its name. In the second
case, we have no knowledge of an individual job’s inherent size. Despite not knowing
the job’s inherent size when it arrives, we might still be able to deduce something
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2 jobs 8 jobs4 jobs

Fig. 4 EQUI policy shares servers equally among all available jobs

about its inherent size as it runs. Specifically, companies often maintain records of
jobs that complete, so it is easy to formulate an approximate distribution of inherent
job sizes. Let S be a random variable denoting the job’s size. We define a job’s age, a,
to be the amount of work that the job has completed so far. When a job arrives (a = 0),
its expected remaining inherent size is E [S]. However, once the job achieves age a,
its expected remaining inherent size is

E [S − a | S > a] .

Now if the inherent job size distribution is exponential, we will not learn anything
about a job’s remaining size as it ages. But in other cases, we might learn a lot.

3.2 Themost natural policy: EQUI

Given that speedup functions are concave, the most intuitive and simple allocation
policy is a policy we call EQUI. Under EQUI, at all times, the n servers are divided
equally among the jobs in the system. Specifically, whenever there are � jobs in the
system, each job is parallelized across n/� servers, as shown in Fig. 4. (Jobs can be
allocated fractional servers.) In the case where � > n, we can either imagine that the
first n jobs each get 1 server and the others wait in a queue, or that all the jobs share
the servers, with each getting a fractional piece (n/�) of a server.

The intuition behind EQUI is very clear: EQUI keeps every job running at the most
“profitable” part of the speedup curve. For any concave and sublinear speedup function,
EQUI maximizes the system efficiency. When job sizes are exponentially distributed,
and arrivals are Poisson, it is easy to see that for any system state (number of jobs),
the rate at which EQUI completes work is at least as high as any other allocation.

Berg et al. [34] prove that EQUI minimizes mean response time under the broad
setting where all jobs follow the same concave, sublinear speedup function s(k), and
all have sizes which are unknown but exponentially distributed, and the arrival process
is a Poisson process with rate λ. If we consider the same setting as in [34], but where
the inherent job size distribution is not exponential, then finding the optimal server
allocation policy is an open problem. As we will see in Sect. 3.3, it is very likely that
EQUI is not the optimal policy here.
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3.3 Where EQUI fails: when sizes are known

In this section, we continue to assume that all jobs follow the same speedup function,
but nowwe assume that the inherent job sizes are all known.Optimizingmean response
time in this setting is still a largely open problem.

To understand why this setting is so complicated, let us consider a very simple
example. Suppose that there are only two jobs, both present at time 0, one of which
has twice the inherent size of the other, where both jobs follow the same concave,
sublinear speedup function, s(k).Which job should be allocatedmore servers? At first,
onemight think that the large job should be allocated twice asmany servers as the small
one. But the opposite is true: the small job should be allocated most of the servers. It is
best to get our intuition from the Shortest-Remaining-Processing-Time (SRPT) policy,
which at all times runs that job with the Shortest-Remaining-Processing-Time. SRPT
is defined for the case where there is only one server, and it is known to be optimal
for minimizing mean response time in that single-server case; see [124]. Observe that
SRPT is also optimal if all jobs are fully parallelizable (s(k) = k, ∀k), because that
is equivalent to the 1-server case, in that all n servers can be viewed as a single server.
However, given that jobs are not fully parallelizable, we no longer want to follow a
strictly SRPT policy, where we allocate all servers to the smaller job (because that can
waste servers), but we still want to give the majority of servers to the smaller job.

To further hone our intuition, let us consider a second example. Again suppose that
there are two jobs, where this time the jobs have the exact same inherent size. Again
both jobs follow the same concave, sublinear speedup function, s(k). Nowour intuition
tells us that the servers should be split evenly between the two jobs. However, this
intuition turns out to be false, and, as wewill see, it is once again typically better to give
one of the jobs a significantly larger fraction of the servers. The intuition behind this is
subtle. Although the two jobs start out with the same inherent size, by allocating more
servers to one of the jobs, say job j , we can quickly reduce the remaining inherent size
of job j , making job j now more attractive to serve than the other job. More intuition
can be gleaned by again looking at a single server, where it is known that in the case
of equal-sized jobs Processor-Sharing (PS) scheduling (which is akin to EQUI in the
multi-server case) is sub-optimal compared to FCFS4 [90, p.483].

In Sect. 3.2, we saw that when the inherent job sizes are not known and are expo-
nentially distributed, then EQUI is optimal. The intuition was that given a concave,
sublinear speedup function, EQUI keeps every job operating at the most profitable
part of its speedup curve. By contrast, the above intuitions tell us that if the inherent
job sizes are known (even if they’re all equal), then one wants more of an SRPT-like
policy. These intuitions are formalized in a 2020 paper, [36], which produces an exact
and simple formula for the optimal allocation5 in the case where all jobs are present
at time 0 and all jobs share the same speedup function, s(k) = k p. As explained in
[36], because the jobs are partially parallelizable, what’s needed is amixture of SRPT
and EQUI, which the authors call “high-efficiency SRPT” (heSRPT). Under heSRPT,

4 Note that SRPT and FCFS are equivalent in the case where all jobs have the same size.
5 The optimal allocation is derived both for the case where the goal is to minimize mean response time and
the case where the goal is to minimize mean slowdown. The slowdown metric is discussed in Sect. 7.1.3.
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every single job at all times receives some share of the n servers, but the jobs with a
smaller inherent size receive a higher share.

The exact specification of heSRPT provided in [36] is given in terms of a formula
which specifies, at every moment of time t , a vector θ∗(t) = (θ∗

1 (t), θ∗
2 (t), . . . , θ∗

M (t))
that says what fraction of the total service capacity (the n servers) should be allocated
to each job, where M denotes the original number of jobs present at time 0. As an
example, consider the case where the speedup function is s(k) = k0.5. If there are only
two jobs of equal inherent size, then the optimal policy for minimizing mean response
time specifies that θ∗(t) = ( 3

4 ,
1
4

)
until the time t where one of the jobs completes, at

which time the remaining job is allocated all the servers. As another example, under
the same speedup function, suppose that there are three jobs, where one has inherent

size x and the other two both have size 2x . Now, θ∗(t) =
(
5
9 ,

3
9 ,

1
9

)
, where the job of

size x is the one given the largest share ( 59 ), until that time t when the job of size x
completes. At that time there are two jobs remaining, and these are allocated shares
according to θ∗(t) = ( 3

4 ,
1
4

)
. Interestingly, under heSRPT, the specific inherent sizes

of the jobs do not matter; it is only the ordering of the sizes of the jobs that affects the
allocation.

We have seen that heSRPT optimizes mean response time in the case where all jobs
are present at time 0 and the speedup function has the form s(k) = k p. However if
the speedup function is any non-trivial function other than s(k) = k p or the simple
threshold-based function, then it is an entirely open problem to determine how to
optimally allocate servers to jobs. Hopefully, the above intuition still hold though.

An even bigger open problem is the question of how to allocate servers to jobs
when jobs arrive over time, as in a Poisson process. One could of course try running
an online version of heSRPT. While the online version of heSRPT is not bad [36],
it is not optimal either. Allowing arrivals over time adds a great deal of complexity
to the optimization problem, since we now have to also consider how many jobs we
want to complete before the next arrival. Even for the simplest speedup functions (for
example, threshold-based speedup), once we add in arrivals, the optimal allocation is
an open problem.

3.4 When jobs have different speedup functions

In this section, we examine the important case where jobs have different speedup
functions. Here, almost everything is open, but there is some intuition that can be
learned from the little work that exists.

The simplest version involves going back to our setup in Sect. 3.2, where we assume
that jobs’ inherent sizes are unknown and are exponentially distributed. Recall that in
the case of a single speedup function, the optimal policy is EQUI, whose optimality
stems from the fact that it maximizes the rate of departures in every state. We now
imagine we have two classes of jobs, where class i has speedup function si , and where
class 1 jobs are less parallelizable than class 2 jobs, i.e.,

s1(k) < s2(k), ∀k.
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With two speedup functions, EQUI clearly no longer maximizes the rate of depar-
tures in every state. At first, we might be tempted to give all the servers to the class
2 jobs (the more parallelizable jobs), but what if class 2 jobs are already saturated?
To maximize the rate of departures, it seems we really want to allocate each server to
that job that will get the most benefit from that additional server. So, for example, if
all jobs of class 2 are already at their saturated point, where they do not benefit much
from an incremental server, we would instead allocate the server to a job of class 1,
whose differential performance can still stand to improve a lot.

In [34], the authors define the GREEDY class to be those policies that achieve
the maximum total rate of departures in every state. Importantly, GREEDY is truly a
class of policies since there may be multiple allocations that all achieve the maximum
departure rate, given that jobs are at different points on their speedup curves. At
first, it might seem that any GREEDY policy should minimize mean response time.
However, consider this thought experiment. Imagine that we are in state (n1, n2),
where ni denotes the number of jobs of class i . Now consider two policies, P1 and
P2, where both are GREEDY policies. Suppose that in state (n1, n2), P1 runs more
class 1 jobs (and fewer class 2 jobs) than P2. Then, in some sense P1 seems preferable
to P2 because it next moves into a state that has more parallelizable work left (more
class 2 jobs). The fact that P1 defers parallelizable work is desirable because the class
2 jobs are more exploitable, particularly if we later enter a state with very few jobs,
since class 2 jobs can obtain more benefit from using all available servers.

It turns out that bothmaximizing the rate of departures and deferring parallelizable
work are important characteristics in an optimal policy. The authors in [34] propose
a policy GREEDY∗, which is the GREEDY policy where in all states we pick the
option that maximally defers parallelizable work (when possible). Every intuition
would tell us that GREEDY∗ should be optimal. But this is still not true! It turns
out that sometimes the optimal policy is not a GREEDY one. Specifically, deferring
parallelizable work is so advantageous that it is worth deferring extra parallelizable
work at the expense of a slightly suboptimal rate of departures. Experiments indicate
that GREEDY∗’s mean response time is within 1–2% of optimal [34].

The above shows why the case of two speedup functions is so complex. Even in
the simplest case described above, where there are only two strictly ranked speedup
functions, and where all jobs have inherent sizes drawn from the same exponential
distribution, finding the optimal allocation policy is still an open problem.

One directionwhere progressmight be possible is to considermore specific, simpler
forms of speedup functions that are still realistic, for example, threshold-based speedup
functions (see Fig. 3b). We have observed such threshold-based speedup classes in
database workloads (specifically TPC-Hworkloads). In [35], the authors consider two
classes of jobs: class 1 with a threshold-based speedup, and class 2 which is fully
elastic, i.e. s2(k) = k, ∀k. A further assumption is made that class 1 jobs have smaller
inherent size than class 2 jobs. In this setting, GREEDY∗ is the policy that gives strict
priority to class 1 jobs, and [35] proves that GREEDY∗ is optimal here.

A similar situation, where there is an elastic class of jobs as well as an inelastic
class, also comes up in bandwidth sharing (see [32,33,45]). Here, the elastic jobs are
data flows, for example, file transfers. A file can be sent at low bandwidth, taking a long
time to complete the transfer, or it can be sent at high bandwidth, taking a short time
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to complete the transfer. The file transfer speed scales linearly with the bandwidth
allocated [111]. The inelastic jobs here are typically referred to as streaming jobs.
They are voice or video calls that require a specific fixed amount of bandwidth. (This
is different from a threshold speedup function.)

In general, it is common that one has many types of jobs, each with a different
speedup function and each with a different distribution of inherent size. It is a huge
open problem to figure out how to allocate servers to jobs in this setting. Industry is
currently lagging behind research. Industry uses ad hoc solutions, where the upper
bound on the number of servers allocated to each job is a tuned (“voodoo”) parameter.
Having discussed this problemwith severalmajor companies, it is clear that companies
have not yet figured out how to make use of the individual speedup functions of jobs,
nor their inherent sizes, in determining the optimal allocation, both factors which we
have found to be critical. Even machine learning approaches aimed at “learning” the
optimal allocation do not yet take these critical factors into account [61].

4 Parallel DAG jobs and serverless computing

For many jobs, the level of parallelization will change over time. For example, a
database query might consist of a first phase that can be fully parallelized across all n
servers (with linear speedup), followed by a second phase where all the results from
the first phase need to be joined, which has to be done serially (no parallelization),
followed by a third phase where only partial parallelization is possible.

In traditional cloud computing, as described in Sect. 2, the user needs to specify a
number of servers (typically virtual machines, VMs) on which her job will run. For
jobs with changing levels of parallelization, the user will choose a number of servers
which is the maximum of what is needed in any phase of the job. This clearly results
in a lot of waste as VMs are left idle. Furthermore, the user is charged for VMs that
she is often not using.

In an effort to reduce this waste, in recent years, cloud providers have introduced
serverless computing, for example, AWS Lambda, Azure Functions, Google Cloud
Functions. Recent studies report that 74% of enterprises that use the cloud are already
using or experimenting with serverless [6], and projections forecast that most of the
applications currently in the cloud will transition to using serverless computing in
the near future [25,100,152]. These predictions have resulted in a flurry of computer
systems research on enabling a broader range of serverless applications [66,99,131,
137,161].

In serverless computing, a user no longer requests and pays for a fixed number of
VMs. Instead serverless frameworks like AWS Step [26] allow a user to express her
job as a Directed Acyclic Graph (DAG) of functions (tasks). The responsibility of
allocating servers to these tasks is relegated to the computing system which is being
shared by many users running many jobs. The user is only charged for the resources
actually used by her job, where the job’s resource needs are allowed to increase and
decrease as the job runs.
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(b) General DAG(a) Layered DAG

Fig. 5 Examples of DAG jobs

The DAG job model Before, we can describe the server allocation problem for server-
less computing, we need to be clear on the job model. A job is described by a DAG.
Examples of DAGs are shown in Fig. 5.

There are a few things to note about the DAG: First, a job refers to the entire DAG.
The job is broken up into many independent tasks, where every node in the DAG is a
task. (In serverless computing, the tasks are referred to as functions.) The DAG is a
directed graph, specifying precedence relations (an ordering) for running the tasks:

– A layered DAG has explicit levels. For example, the DAG in Fig. 5a has five levels.
All the tasks within a level can be run in parallel. (However, we can choose to run
these serially, or run only a subset in parallel.) All tasks within a level need to be
completed before even a single task at the next level can be started.

– A more general DAG does not have explicit levels. There is a lot more flexibility
on the ordering of performing the tasks. Figure 5b shows a DAGwith two branches
that do not depend on each other at all, so we have a lot of leeway on scheduling
these.

Importantly, a job is not considered to be complete until all the tasks in its DAG are
complete.

The DAG scheduling problem One can now imagine that DAG jobs arrive over time,
and, as usual, we need to share our n servers among all the jobs. Our goal again is to
minimize mean response time across jobs. Now, at every moment of time, we need to
decide not only which jobs to run (we can imagine that the others wait in a queue) but
also which tasks within each job to run. Here, we assume that one task fully occupies
one server.

The DAGmodel differs from the speedup model that we saw in Sect. 3, because the
extent to which a job can be parallelized is specified by its DAG. Nonetheless, we still
have a lot of flexibility in choosing which jobs to run, and which tasks within those
jobs.

The DAG scheduling problem is as general as they come: different jobs can have
differently shaped DAGs; the tasks within a DAG can have different sizes (service
times); the sizes of the tasks can be known or unknown; even the DAG structure itself
(number of levels, etc.) can be known or unknown.
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In practice, however, it is far more typical that all tasks within the same level have
the same size (or similar sizes). It is also common in practice that one has a good
estimate for what this size is. So, for example, if all k tasks within a level have size 1,
and they are run in parallel (on different servers), then after time 1 all k will complete.
It is also common that one either knows the DAG associated with each job in advance,
or that the DAG is “revealed” as the job runs, one level at a time.

Even with these simplifications, finding the optimal allocation policy is a very hard
open problem, and analyzing themean job response time of different allocation policies
is also a hard open problem. Intuitively, since one does not get credit for completing
a job until all its tasks are complete, it does not make sense to start up too many jobs
at once. Also, following the usual principle of “shortest-job-first,” and noting that the
number of levels of a job dictates its minimum runtime, it maymake sense to prioritize
jobs with a small number of levels or a small amount of total work.

DAG scheduling has received a good deal of attention from the theoretical computer
science community; see, for example, [14,17–19,23,39–44,52,67,80,115,134,147].
However the theoretical computer science community tends to think in terms of
a worst-case model, where arrivals and the job structures are adversarially chosen,
whereas in computing centers, it is more realistic to view the arrival times, job struc-
tures, and sizes as being drawn from some distributions.

5 Limited fork–join model for parallel jobs

In all the prior sections, we considered parallel job models where there was a single
centralized queue to hold jobs. All the schedulingwas also heavily centralized: a single
controller had full ownership of n servers and could make decisions on how to allocate
the n servers across the parallel jobs.

In this section, we consider a different parallel setting. While we are still dealing
with parallel jobs, composed of tasks, the servers are now distributed, and each server
has its own queue. The only control we have is on how we route each job’s tasks to
the different queues.

Our model in this section is motivated by the popular MapReduce framework [56].
MapReduce is an important model in many big data processing applications such as
search indexing, distribution sorts, log analysis, andmachine learning. InMapReduce,
every job is divided into independent tasks that can be run in parallel in any order (the
“map” phase). Once all the tasks of a job complete, their results need to be joined
together (the “reduce” phase). Figure 6 provides an illustration of the map phase. Jobs
arrive over time. When a job arrives, each of its tasks is dispatched to a different FCFS
queue. The different tasks will thus likely incur different queueing times; so even if
their sizes are similar, their individual response times can be different. The response
time of a job is the maximum of the response times of its tasks.

It is worth taking a minute to talk about the service time, a.k.a. runtime of a task,
i.e., the time from when the task gets the server until it completes. A task’s runtime
has two components. First, there is the inherent size of the task (in seconds), denoted
by random variable X . Next, there is a server slowdown factor associated with the
particular server on which the task is running, at the time when that task runs, denoted
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Fig. 6 Limited fork–join model with n = 8 queues

by S > 1. Even if all servers have the same speeds, the fact that the servers are
distributed means that the servers may be experiencing different conditions. A task
might find that its server is currently going through garbage collection, or is being
slowed down by some other process running on it in the background. The runtime of
the task at a particular server is best modeled by the product S · X ; see [72] for details.

Given a job with k tasks, the dispatcher might choose to send the job’s tasks to the
k shortest of the n queues, or it might choose to send the tasks to k random queues.
The common practice is to send the tasks to those servers that have the data that they
need. If a task is sent to a server that does not have the data that it needs, then there is
an additional transfer cost needed to bring over the needed data, which takes time.

GoalsOur goal in this setting is twofold. Firstly, from an optimization perspective, we
want to dispatch a job’s k tasks to queues so as to minimize the response time across
jobs. Secondly, given a particular dispatching policy, like, “Send tasks to random
queues,”wewould like to derive themean job response time. Studying the performance
of parallel jobs in a distributed server setting is extremely complex. It is therefore
common to create theoretical abstractions, where we ignore certain issues like server
slowdowns or data location.

The classic fork-join model is one theoretical abstraction which deals with parallel
jobs in a distributed server setting. In the fork–join model, jobs arrive over time and
each job consists of k = n tasks which each join one of the n queues. The job is
considered to be complete only when all of its tasks complete. In the fork–join model,
if all the tasks had exactly the same size, then all the queueswould be synchronized and
the analysis would be trivial. But when tasks have different sizes, even exponentially-
distributed sizes, the queues can quickly start to look different from each other. The
classic fork–joinmodel has beenwidely studied. Unfortunately, tight characterizations
of job response time are unknown except when n = 2. See [141] for a survey. It has
been proven that the mean delay of a job scales as Θ(ln(n)) as n → ∞ under proper
assumptions [28,29,116], but a tight characterization of the constant in the Θ(ln(n))

is not known.
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The MapReduce model is different from the classic fork–join model because k,
the number of tasks associated with a job, is typically far smaller than the number of
servers, n. Large data centers can easily have n = 10,000 servers or even n = 100,000
servers. By contrast, theMapReduce jobsmight have k = 100 tasks or k = 1000 tasks.
A more realistic theoretical abstraction is therefore the limited fork–join model where
jobs have k 	 n tasks.

Fortunately, the limited fork–join model can be much more analytically tractable
than the class fork–join model. Rizk et al. [122], Lee et al. [103], andWang et al. [150]
all give bounds on mean response time assuming that the tasks of a job are randomly
dispatched, as well as some other conditions. The Wang et al. [150] result shows that

when the jobs do not have too many tasks, specifically jobs have k = o
(
n

1
4

)
tasks,

then the queues are asymptotically independent (that is, they become independent for
n → ∞). Wang et al. also prove that independence leads to an upper bound on overall
job response time; this upper bound turns out to be good when n is not very large.

While good progress has beenmade on analyzing the limited fork–joinmodel, open
problems remain. It is unclear how much larger k can be made while still achieving
asymptotic independence. If the queues are not asymptotically independent, then a
different technique is needed to analyze mean job response time. Analyzing the case
where the k tasks are dispatched to the k shortest queues, or k queues with least work
is also an interesting open problem, with excellent recent progress in [132,154].

Of course there are far more open problems once one takes practical conditions into
account. As stated earlier, the routing of tasks to servers should factor in the fact that
the servers might be operating at different speeds and the fact that they have different
data stored. If a task is routed to a server that does not have the data that it needs,
a time cost must be specified for migrating that data. Finally, there is of course the
whole question of how to store data in the first place, given that servers typically have
limited space.

Finally, there is an interesting related problem which comes up in practice when
implementing MapReduce and other similar models. It is common that one of the k
tasks takes far longer than the other tasks to complete. This could be because the task
was simply larger. (It is not always possible to subdivide a job into equal-sized tasks.)
However, this can also happen for many other reasons: (i) the task might be dispatched
to a longer queue; (ii) the other tasks in its queue might turn out to be exceptionally
large; (iii) the server to which the task is sent might be temporarily slowed down for
some reason. The fact that even just one task is taking an exceptionally long time
will cause the job’s response time to be high and can also impede many other jobs. In
an effort to reduce the tail due to one exceptionally lengthy task response time, it is
common to replicate just that task. Specifically, that task is restarted from scratch at
another queue, in the hope that it will experience a better task response time. As soon
as either the original task completes or the replica completes, the task is considered to
be done. Replication (a.k.a. “redundancy”) is both very powerful in reducing response
times, but also can be very dangerous because it adds work to the system, which can
in turn hurt response time [72]. While many theoretical papers have been written on
simple redundancy models where the “job” is a single task (for example, [21,22,72–
75,101,119–121,138]), mixing redundancy with limited fork–join makes the analysis

123



Queueing Systems (2021) 97:3–37 19

a lot harder, and there is room for a lot more research in this space. Some preliminary
work was done recently by Wang, Joshi, and Wornell [149] in the highly simplified
model where the servers have no queues.

6 Computing workloads: extreme job size variability and heavy tails

An important component of both performance and systems modeling is the workload.
Fortunately, we do not have to guess what modern workloads look like, since many
companies publish traces which allow us to understand their jobs; see, for example,
Google [157], Microsoft [2], and Alibaba [142]. In this section, we will examine jobs
from a new 2019 trace [158] that shows all jobs run during May 2019 from eight
different Google compute clusters. Much of our description will follow a paper by
Tirmazi et al. [144] that examines this trace.

The first thing to note about Google jobs is that they are multi-dimensional. A job
holds onto a certain number of processors (CPUs) and a certain amount of memory for
a certain amount of time. The resource consumption of a job is described in CPU-hours
(number of CPUs times hours held) and in Memory-Unit-hours (number of memory
units times hours held). Because Google does not like to reveal exact numbers, it uses
normalized units in expressing compute and memory usage. Thus, per-job compute
usage is expressed in units of NCU-hours (normalized CPU times hours) and per-job
memory usage is expressed in units of NMU-hours (normalized memory units times
hours). Note that a 100 NCU-hour job might have consumed 100 machines for 1h, or
5 machines for 20h, or various other combinations.

6.1 Compute usage in data centers

Figure 7a shows the distribution of compute usage. The fact that we see a reason-
ably straight line on a log–log scale tells us that compute usage follows a Pareto(α)
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Fig. 7 CCDF of resource usage based on the Google 2019 trace of millions of jobs run at Google in
May 2019 [144,158]. NCU-hours denotes Normalized CPU-hours used. NMU-hours denotes Normalized
Memory-Unit-hours used
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distribution, where α is the negative slope of this line. That is

P {job uses > x NCU-hours} = x−α,

where−α is the slope of the line. For the Google jobs, α = 0.69, which is quite small.
This indicates that the distribution is quite variable and extremely heavy-tailed. For
background on heavy-tailed distributions, see [65,133].

To be specific, we find that, while the mean NCU-hours used per job is about 1.2,
the variance is 33,300, which means that the squared coefficient of variation is

C2 = variance

mean2
= 23,000,

which is huge! To put this in perspective, most queueing papers are based on expo-
nential job size distributions, which have C2 = 1. In 1996, measurements of compute
consumption in UNIX jobs at U.C. Berkeley found C2 = 50 [92,93]. A few studies of
job sizes at supercomputing centers in 2004 and 2005 found C2 in the range from 28
to 256 [105,126]. The compute variability across jobs seen at Google today is several
orders of magnitude higher than these numbers.

It is well-known that Pareto(α) distributions, particularly those with α < 1 exhibit a
strongheavy-tailed property, whereby a small fraction of the very largest jobs comprise
most of the load. In prior empirical studies of compute consumption and file sizes
[53,87,88,92,94], the authors found that the top 1% of jobs comprise 50% of the load.
This is much more extreme than the oft quoted “80–20 rule,” where the largest 20%
of the jobs comprise 80% of the load. The heavy-tailed property exhibited in Google’s
data centers today is even more extreme than what was seen in [53,87,88,92,94]. For
Google jobs today, the largest (most compute-intensive) 1% of jobs comprise about
99% of the compute load (see [144])!

6.2 Memory usage in data centers

Memory usage at Google’s data centers follows much the same patterns as compute
usage. Figure 7b shows the distribution of memory usage. Again, we see a Pareto(α)
distribution, where this time α = 0.72. Again, we see astronomical variability in
the memory usage: C2 ≈ 43,000. Again, we see an extremely strong “heavy-tailed
property”, whereby the top 1% of jobs comprise about 99% of the total memory usage.
In [144], it is further shown that there is a positive correlation between memory usage
and compute usage.

6.3 Some implications for scheduling

Scheduling of jobs at most companies basically follows First-Come-First-Serve
(FCFS). In particular, a job’s dimensions (number of servers needed, duration,memory

123



Queueing Systems (2021) 97:3–37 21

needs) are typically not taken into account in scheduling. As an example, the Google
Borg datacenter scheduler runs one large central FCFS queue. The jobs in the queue
are tiered in that “production jobs” have higher priority than “batch jobs.” However,
within a tier, the jobs are largely served FCFS, very much following our description in
Sect. 2. Each job has a CPU requirement (number of CPUs) and amemory requirement
(number of Memory Units) and a duration (service time requirement). The duration is
typically not known, although it certainly might be guessable based on the job name,
or it might be learnable as a job runs (as we saw in Sect. 3.1). However, the CPU and
memory requirements are both known a priori.

The extremely high variability in compute usage (and memory usage) that we saw
in the previous sections holds both across tiers, but also within a single tier. This is
particularly problematic for the batch jobs, which already have lower priority. Given
the extremely high variability across batch jobs, it seems quite likely that small batch
jobs (the “mice”) are getting stuck waiting in the queue behind large batch jobs (the
resource “hogs”). Thus in terms of response time, themice are essentially inheriting the
large size of the hogs (that size is adding to their response time). From the perspective
of minimizing mean response time, it makes much more sense to isolate the mice from
the hogs.

One solution is to give the mice priority over the hogs (as in scheduling policies
like Shortest-Job-First). However, it might be the case that the hogs are also the most
important jobs (hogs tend to be large machine learning jobs), and thus we do not want
to bias against these.

A better solution is to physically separate the mice from the hogs in accordance
with the Size-Interval-Task-Assignment (SITA) scheme proposed in [53,91]. In the
context of the heavy-tailed property, this might mean creating one region of the data
center for the 99% smallest jobs (the mice), and a separate region of the datacenter
for the 1% largest jobs (the hogs). The mice would then be scheduled FCFS into the
mice region of the datacenter, and the hogs would be scheduled FCFS into the hogs
region. Given that the mice comprise only about 1% of the total compute usage, the
mice region of the datacenter would be tiny (on the order of 1% of the servers), while
the hogs region would comprise about 99% of the datacenter. In this way, the hogs
would not be penalized, but the mice could receive some isolation.

There are of course other practical considerations that one would need to worry
about. First of all, one would need to make sure that the mice could fit into the mice
region. Specifically, if a mouse needs a large number of servers, but for a very short
time, the mouse region needs to have access to at least that number of servers. Another
practical consideration is that one might not know which jobs are mice versus hogs
because one does not know the duration of jobs a priori. Such an issue was addressed
in [89]. The basic idea is to assume that all jobs are mice until their compute usage
exceeds some threshold. At that point, the job is deemed to be a hog (and could be
moved to the hog section).

123



22 Queueing Systems (2021) 97:3–37

7 Performancemetrics

Mean response time (or, equivalently, the mean number of jobs in the system) is the
performance metric that receives the most attention in queueing theory papers. As
always, a job’s response time is the time from when it arrives to the system until it
completes service (a.k.a. sojourn time, or time in system). However, in the comput-
ing industry, the performance metrics of interest are often quite different from mean
response time. This section describes performance metrics that we see in industry.

When we talk about a performance metric, we have in mind two viewpoints:

– Analysis of the metric Here, we are interested in being able to derive a certain
performance metric. If, for example, our metric is mean response time, we would
be looking for a way to derive mean response time for the system.

– Optimizing the metric Here, we are interested in the optimal scheduling policy for
achieving a performance goal. If, for example, our metric is mean response time,
wewould be looking for the scheduling policy that minimizes mean response time.

For each performance metric, we describe what is known and what open problems
exist. For completeness, we start with the simplest metric, mean response time, where
the most is known (but open problems still exist), and then branch out to other more
popular industry metrics, where much less is known. This section is by no means
a complete list of all metrics; we have tried to focus on what we see most in the
computing industry.

All the metrics in this section apply both to parallel jobs (Sects. 2, 3, 4, 5) and to
serial jobs. However, to better align with prior work, which is mostly in the serial one-
server-per-job model, we will describe the metrics in terms of serial jobs. In particular,
when we refer to a job’s size, we will be talking about its service requirement in terms
of just time. Throughout, we will assume that jobs arrive to our system over time, for
example, according to a Poisson process.

7.1 The simplest metric: mean response time

Because mean response time is so strongly related to job sizes, it helps to differentiate
between the case where a job’s size is known when it arrives to the system, versus the
case where job sizes are not known a priori.

7.1.1 If sizes known

There are cases in computing where the job sizes are known at the time when a job
arrives. For example, if the job consists of downloading a file, then the size of the job
is typically proportional to the size of the file. When job sizes are known, and one
is dealing with a single-server system, the optimal scheduling policy is well-known
to be Shortest-Remaining-Processing-Time (SRPT) [124]. This is true not just for
an M/G/1 system, but even when the arrival process (arrival times and job sizes) is
adversarially chosen. SRPT at all times preemptively runs that job with the shortest
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Fig. 8 Mean response time, E [T ], as a function of load for theM/G/1 with various scheduling policies. The
job size distribution is a Weibull with mean 1 and C2 = 10. This figure taken from [90, p. 524]. Here, SJF
refers to (non-preemptive) Shortest Job First, while PSJF refers to Preemptive Shortest Job First. FB is the
Foreground-Background policy. PS is Processor-Sharing and PLCFS is Preemptive Last-Come-First-Served

remaining service requirement. Note that if all job sizes are the same, then SRPT is
equivalent to First-Come-First-Served (FCFS), assuming FCFS tie-breaking.

SRPT has the biggest impact when job size variability is high, because it ensures
that short jobs (or jobs with very little remaining work) do not get stuck waiting behind
long jobs. However, even when the job size variability is not that high, the benefits
of SRPT over policies that do not make use of size, like FCFS, are very clear, as
shown in Fig. 8 where the job size distribution has squared coefficient of variation
C2 = 10. Recall from Sect. 6 that job size variability is often much higher, with C2

in the thousands. The analysis of mean response time for the M/G/1/SRPT queue is
well-known [125], as is mean response time for all the other policies shown in Fig. 8
[90].

One would imagine that SRPT would also be optimal in the multi-server setting.
For the M/G/k, we define SRPT-k as the algorithm that at all times runs those k jobs
with the smallest remaining processing time, preempting jobs in service as needed. For
a multi-server system with no arrivals (all jobs present at the start), SRPT-k is optimal
under aworst-case adversarial setting [81].Oncewe add arrivals, however, surprisingly
SRPT-k is no longer optimal in the worst case adversarial setting [104], and in fact
SRPT-k can be arbitrarily far from optimal [104], [90, p.426]. For the (stochastic)
M/G/k setting, in 2018 Grosof et al. proved that SRPT-k is optimal under heavy traffic
[83]. A bound on its mean response time was also presented in [83], although that
bound is quite loose unless load is very high. Unfortunately, datacenters typically
operate under lighter traffic (see Sect. 7.4). Outside of heavy traffic, understanding
when SRPT-k is optimal and analyzing its performance are both big open problems.

Sometimes the multiple servers are distributed, each server with its own queue,
where there is a front-end dispatcher that routes each incoming job to a queue. As
shown in Fig. 9, now there are two questions related to optimality: (i) How should we
schedule jobs within the individual queues? (ii) What dispatching policy should be
used?When the goal is to minimize mean response time, unsurprisingly the answer to
question (i) is to use SRPT scheduling at each server. Regarding question (ii), Grosof
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Fig. 9 Two decision points
within a distributed load
balancing system: (i) Pick the
scheduling policy for the servers.
(ii) Pick the dispatching policy

     Policy?
Dispatching

Scheduling Policy?

et al. [84] proves that a dispatching policy called Guardrails yields optimal mean
response time in the heavy-traffic limit. Outside of heavy traffic, optimal dispatching
is an open problem.

7.1.2 Sizes not known

More commonly, job sizes are not known a priori. What is known is the job size
distribution, since one can observe jobs as they complete. One also knows the current
age of a job, which is how much service the job has received so far. Let S be a random
variable denoting a job’s size. Then, one can imagine using the known age of the job,
a, to estimate the remaining size of the job, given its age. One could then assign every
job of age a a rank, r(a), where the job’s rank is its expected remaining size,

r(a) = E [S − a | S > a] .

It then makes sense to choose to always (preemptively) run the job with smallest rank,
i.e., the job with Smallest Expected Remaining Processing Time (SERPT). While the
SERPT policy sounds optimal for mean response time, because of its similarity to
SRPT, it is missing a subtlety. Imagine that a job’s remaining time has a Bimodal
distribution, where, with probability half it is very small, but with probability half it is
very large. While the expected remaining time of the job is large, it might nonetheless
pay to run the job for a very short time, just in case it completes. This is the principle
behind the Gittins Index policy which assigns to every job a rank, r(a), based on its
age a and its job size S, where

r(a) = inf
Δ>0

E [min{S − a,Δ} | S > a]

P {S − a ≤ Δ | S > a} (2)

and then (preemptively) runs that job with lowest rank. The rank in (2) takes into
account the expected remaining size of a job, given its age, but it also takes into
account the probability that the job will complete in the next Δ time.

The Gittins Index policy is known to be optimal for minimizingmean response time
in theM/G/1 queue, when job sizes are unknown, known, or partially known [7,8,78].6

However, Gittins is a complex policy. In [130], Scully et al. proved that a much simpler
policy, related to SERPT, is within a factor 5 of optimal. It is an open problemwhether

6 Gittins becomes SRPT when job sizes are known.
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that factor can be improved, or whether other simple policies with near-optimal mean
response time exist. The response time analysis of both the Gittins policy and the
SERPT policy was only recently derived (2018), via the introduction of the SOAP
framework, see [129], which produces a closed-form expression for response time for
any policy which can be expressed via a rank function.7

For theM/G/k queue, one would imagine that the Gittins-k policymight be optimal,
where Gittins-k at all times runs the k jobs with the lowest Gittins ranks. Very recently
(2020), Scully et al. proved the first upper bound on the response time of Gittins-k
and also proved that Gittins-k is heavy-traffic optimal, under very general job models
[127,128]. Proving the optimality of Gittins-k outside of heavy traffic remains an open
problem.

7.1.3 A related metric with more practical value: mean slowdown

The mean slowdown metric is related to mean response time, but is somewhat more
practical. A job’s slowdown is defined as its response time divided by its inherent size:

Slowdown of job j = Response time of j

Size of j
. (3)

When the goal is minimizing mean slowdown, it becomes important to give short
response times to the short jobs, as their denominator in (3) is small. We save longer
response times for the longer jobs, which are better able to absorb the longer response
time over their larger denominators. Mean slowdown makes practical sense in that a
person who is downloading a web page has much less tolerance for high response time
than a person who is downloading a 2-h movie and does not mind a few minutes wait
(while they go make popcorn).

The optimal algorithm for minimizing mean slowdown in the M/G/1 system is the
RS algorithm [98]. Under RS, every job is assigned a rank which is equal to its current
remaining size (R) multiplied by its original size (S). At all times, the RS algorithm
preemptively runs that job with the lowest rank. The first analysis of the RS algorithm
(both its mean response time and mean slowdown) is given in [129].

7.2 Response time tail: jobs with deadlines

We now describe one of the most popular performance metrics for the computing
industry. Consider Facebook’s customers, who are busy downloading Facebook pages.
If the time to download a Facebook page is under 400ms, then the time is not noticeable
to a user; in particular, the user cannot differentiate between a 100ms response time
and a 200ms response time. If the time exceeds 400ms, the user will notice it, be
irritated, and might eventually stop using Facebook. Thus it is in Facebook’s interest
to minimize the fraction of downloads that take more than 400ms. If we think of a

7 A job’s “rank” is its priority, where lower rank is better, and where ties are broken in FCFS order. Rank
is a function of age, but can also depend on a job’s size or class [129].
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stream of jobs arriving over time, we are trying to minimize

P {Response time > 400ms} .

How should we do that?
This problem is equivalent to imagining that every job that arrives has a deadline

of 400ms. We would like to schedule the jobs so as to minimize the fraction that miss
their deadlines. We can imagine, to start, that the job sizes are known a priori.

How to schedule jobs to minimize P {Response time > 400ms} is an open prob-
lem. One idea is to run Least Laxity First (LLF) [113], i.e., at all times, we would
(preemptively) run that job which is closest to missing its deadline. However, one can
imagine how this can become problematic, because the server starts working on one
job, and then switches to working on a new arrival that might be closer to meeting
the 400ms deadline, and then switches again when another job arrives, potentially
causing all the jobs (but the last one) to miss their deadlines because of all the sharing.

An alternative idea is an algorithm we will call Drop-If-Hopeless (DIH). Under
DIH, we schedule all the jobs in FCFS order. When a job arrives, it looks at the queue
ahead of it. If the job’s size plus its waiting time in the queue exceeds 400ms, then the
job is dropped; otherwise the job enters the queue. Thus, the jobs in the queue are all
guaranteed to have a response time within 400ms. We believe that DIH was originally
considered by [76]. While DIH makes a lot of sense, one can see that it too is not
optimal. Imagine that a large job arrives and enters the queue, causing the work in the
queue to now be close to 400ms. This induces drops of many future arrivals because
the work in the queue is too high. Was it really worth allowing that large job to enter?

We can imagine an improvement on DIH, which we will call Drop-The-Larger-
Hopeless (DTLH). Under DTLH, we again schedule all jobs in FCFS order. When a
job j arrives, if we see that the sum of j’s size and its waiting time exceeds 400ms,
then rather than immediately dropping j , we first check if there’s a job k in the queue
which has larger size than j . If there is such a job k, then we drop k, rather than j . In
this way, we are still keeping only jobs in the queue that will make the 400ms goal,
but we are biasing toward keeping smaller jobs, which should minimize the fraction
of future drops.

While DTLH sounds good, it too is not optimal, and it is an open problem to deter-
mine how close to optimal it is. Understanding the dropping probability under DTLH
is also an open problem, although the dropping probability for DIH is understood,
under certain conditions; see [76].

When it comes to evaluating the tail of response time, P {Response Time > t}, the
standard technique is to numerically invert the Laplace transform of the tail func-
tion. Abate, Choudhury, andWhitt [12] present an overview of the classical numerical
inversion techniques; see also [13,60,139].More recently den Iseger and others [58,59]
have invented different techniques to expand the class of functions that can be inverted
as well as to improve the precision of the inversion. Very recently, Horváth et al. [96]
found a way to invert the Laplace transform using concentrated matrix exponential
(CME) distributions, further improving accuracy and stability in arithmetic calcula-
tions.
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While there is plenty of numerical work, there are very few analytical (non-
numerical) results on tails of response time. We do not have a closed-form expression
for P {Response Time > t} even for the simplest queueing systems. Almost all the
analytical research on tails of response time looks at the tail in the asymptotic limit,
i.e., finding a function f (t) such that

lim
t→∞

P {T > t}
f (t)

= 1.

The earliest work on asymptotic tail analysis dates back to Smith, [135], who inves-
tigates the tail of queueing times in a GI/G/1 FCFS system. Later work has looked
at tail asymptotics in the context of different scheduling policies: Glynn and Whitt
[79], Abate, Choudhury, and Whitt [10,11], and a beautiful series of papers includ-
ing Borst, Boxma, Deng, Núñez-Queija and Zwart; see [46–49]. The work has also
been extended to multi-server queues; see Foss and Korshunov [64]. Unfortunately,
while comparing the asymptotic tail under different scheduling policies is interesting
from a theoretical standpoint, it does not solve the practical question of scheduling to
minimize P {Response Time > t} for a particular t ; this remains an open problem.

7.3 The 99%-tile of response time

In datacenter work, both in industry and computer systems research, people like to
talk about the 99th%-tile of response time; see, for example, Dean and Barroso [55],
Berger et al. [37], Zhu et al. [162,163], Xu et al. [159]. The 99th%-tile might actually
be the most commonly discussed metric in computer systems.When people talk about
the 99th%-tile, they are intuitively imagining that they are studying the “almost worst-
case” situation, or as high as the worst will get in practice, while at the same time not
really thinking about an adversarial situation.

There are several ways that the 99th%-tile metric comes up in practice.
In the first way, there is a Service Level Objective (SLO), which is a response time

goal that we don’t want to exceed. This is akin to the 400ms number in Sect. 7.2. Now
we would like to find a way of scheduling jobs so as to ensure that 99% of the jobs
have response time under this 400ms SLO. That is, we want to schedule to ensure
that:

P {Response time > 400ms} < .01 .

This is similar to what we saw in Sect. 7.2, except that instead of simply trying to
minimize the fraction of jobs with response time > 400ms, now we are requiring that
no more than 1% have this behavior.

Sometimes the 99th%-tile SLO is combined with priority classes. In queueing
when we hear “priority” we think that class 1 has absolute priority over class 2. In the
compute industry, priority often comes in a different form, where class 1 jobs have a
much tighter SLO than class 2. For example, the goal might be:
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How should we schedule jobs to guarantee class 1 jobs a 99%-tile of response
time of 400ms, while guaranteeing class 2 jobs a 99%-tile of 4000ms?

Sometimes the 99th%-tile SLO is phrased in terms of a capacity provisioning goal,
for example

How many servers do we need in our datacenter, to ensure that at least 99% of
jobs complete within the 400ms SLO?

Note that this sounds a lot like a square-root staffing kind of rule [155], except that
there’s a 400ms number which needs to factor into our answer somewhere.

Oftentimes, the 99th%-tile metric is phrased without reference to an SLO at all.
Here, the goal is stated simply as

We want to schedule jobs so as to minimize the 99th%-tile of response time.

This latter phrasing is now quite different from Sect. 7.2.
While all of these phrasings involving the 99th%-tile are commonly spouted in

industry, in our opinion, they are all a bit odd. In fact, after you think about them a
little while, it becomes unclear whether the people spouting these metrics really want
what they say they want! Consider for example this last metric of simply minimizing
the 99th%-tile of response time. Observe that 1% of the jobs are never counted in this
metric—they simply do not matter. So there is no point on even working on 1% of
the jobs. Why not pick in advance which 1% we are not going to work on and just
get rid of those? In fact, why not make that 1% be the very largest jobs, since they
are the ones that contain most of the work. So here is an idea: we look at the job size
distribution. We cut off the biggest 1% of the jobs. For the remaining 99% of jobs,
we schedule these in FCFS order, to minimize the maximum response time of these
remaining jobs.

When we suggest to companies that algorithms like the one above can achieve
their objectives, they complain that such algorithms are not OK. “You can’t simply
drop all the big jobs!” So then we suggest simply moving that 1% set of big jobs
permanently to the end of the line (always giving them lowest priority). This does not
make companies happy either, because then they complain, “But some of those jobs
might be important. You’re being unfair to those jobs.”

So, what do companies really want? They do care about having a low 99%-tile of
response time, but they don’t want to achieve a low 99%-tile at the expense of hurting
“important” jobs. If the important jobs are correlatedwith the largest jobs, then a policy
of the DIH type (which uses size only indirectly) would be preferable to a policy of
the DTLH type (which directly penalizes larger jobs), which is still preferable to just
dropping the top 1% of jobs. This is an issue that must be considered both for the tail
formulation in this section and that in Sect. 7.2.

7.4 Power consumption

Power consumption is a huge problem in datacenters. Datacenters consume over 3%
of the global electricity supply and account for over 2% of the total global greenhouse
gas emissions [145].
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Datacenter utilization is typically under 30% [30,136,140]. The reason for this is
overprovisioning. One way this happens is that a user’s job’s resource needs might
fluctuate over time: say the job needs 2 servers in parallel for its first phase and then
100 servers for its second phase and then back to two servers. In that case, the user will
request 100 servers, which is over-provisioning much of the time. Another situation
is that the user’s job is providing a service, and the resource needs of the job depend
on the arrival rate into that service, where the arrival rate fluctuates over time. The
user will provision for the peak arrival rate into the service, which again leads to
over-provisioning much of the time.

Having servers occasionally idling would not be such a problem except that data-
center servers use nearly as much power (65%) when they are sitting idle as they do
when they are processing jobs, [71]. Thus, having servers sitting idle is very expensive.

Thus, the only way to reduce power is to dynamically turn servers off at times when
they are not needed. Unfortunately, once we shut down a server, it becomes very hard
to get it back up if it is suddenly needed again. Specifically, there is a huge setup time
needed to turn servers on. A setup time can easily be 200s, while desired response
times are in the 400−500ms range; thus, setup time can have a big effect on mean
response time. To make things worse, the server is operating at full (100%) power
during this setup time when it’s unavailable.

This leads to a great many questions: When should one turn servers off? When
should one turn them back on? How should one schedule jobs on the servers to mini-
mize the need to turn servers off?

Power management raises a lot of open problems. The first thing one needs to
understand is the effect of setup times in multiserver systems. The M/G/1 queue with
setup times was first analyzed in 1964 by Welch [153]; however, the M/M/k system
with setup time was not analyzed until 2013. In an M/M/k queue with setup, it is
assumed that any server that is not in use will immediately shut down (to save power).
Every arriving job picks an off server, if one exists, and puts it into setup mode; the
job then joins the queue. In 2014, Gandhi et al. [68] derived the Laplace transform
of response time for an M/M/k queue with setup, assuming exponentially distributed
setup times. Unfortunately, the formula for an M/M/k/setup system is complicated
and can only be cleanly expressed for small k. It would be really nice to have an
approximate formula akin to the beautiful decomposition result that exists for the
M/G/1/setup [153] and the M/M/∞/setup [70]. In particular, it turns out that the setup
time matters less and less for larger systems, i.e., the M/M/k/setup system eventually
starts to look just like an M/M/k queue without setup, as k gets high. It would be very
nice to have a simple approximation for the M/M/k/setup as a function of k. Finally,
the M/G/k system with setup time is also a wide open problem.

Ideally, what we really want is to be able to analyze a k server system with time-
varying load where idle servers are shut off during low load periods, but need to go
through setup when load goes back up. We could then better understand when it pays
to turn servers off and on. In Gandhi et al. [71], the authors describe a datacenter
operation with time-varying load and a front-end dispatcher which both handles the
routing of jobs to servers and also controls which servers are on and off. (They provide
a realistic prototype of a Facebook datacenter.) They propose a two-pronged policy
for dealing with time-varying load. First, their policy delays turning servers off; when

123



30 Queueing Systems (2021) 97:3–37

the server idles, it needs to stay idle for some designated amount of time before it is
shut off. This is called a “delayed-off.” This alone is insufficient, though. The problem
is that typical front-end dispatchers aim to balance load among servers, which means
that a server which becomes idle will not stay idle for long. To ensure that servers that
become idle will stay idle long enough to turn off, the policy defines an ordering on
the servers, wherein the dispatcher always tries to pack jobs into the lowest-numbered
servers first. This allows the high-numbered servers to become idle and then not receive
further arrivals, allowing them to turn off. The packing policy is referred to as “load
UNbalancing,” because it does the opposite of load balancing, which spreads out jobs
among all servers. In [69], the authors provide a very preliminary attempt at analyzing
policies of this nature. There is room formuchmorework in this space on the analytical
front.

8 Conclusion

The goal of this paper was to examine new queueing models, workloads, and metrics,
all inspired by datacenter computing today.

On the modeling front, we saw that the typical job in datacenters is a parallel
“multiserver” job which occupies multiple servers for some period of time. We also
saw that jobs are oftenflexible in the number of servers onwhich they can run, andbeing
allocated more servers does not typically translate into a proportional speed increase.
This sublinear speedup behavior makes allocating servers across jobs complex. We
also saw other common forms of parallel jobs, including the DAG job, made up of
independent tasks with precedence constraints, inspired by serverless computing, as
well as the limited fork–join job, inspired by the popular MapReduce framework.

On the computingworkloads front, we studied jobs at Google’s datacenters.We saw
that per-job compute usage (expressed as a product of number of servers and time) can
be extremely variable, with squared coefficients of variation in the tens of thousands.
The distribution of per-job compute usage is Pareto distributed with a surprisingly
strong heavy-tailed property: the top 1% of jobs are true resource hogs, comprising
99% of the total load.

On the metrics front, we examined performance metrics of interest in cloud com-
puting today. We saw that even relatively simple metrics, like mean response time,
are much harder to optimize when job sizes are unknown or only partially known
and multiple servers are involved. We studied the slowdown metric, response time tail
metrics, and the counter-intuitive but popular 99%-tile SLO. We also studied energy
metrics, which often involve combining response time tails, capacity needs, and power
usage.

Each newmodel,workload, andmetric has suggested newopen problems for queue-
ing theorists, of practical importance to cloud computing today.
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