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Abstract

Meeting tail latency Service Level Objectives (SLOs) in shared cloud networks is both important and challenging. One primary challenge is determining limits on the multi-tenancy such that SLOs are met. Doing so involves estimating latency, which is difficult, especially when tenants exhibit bursty behavior as is common in production environments. Nevertheless, recent papers in the past two years (Silo, QJump, and PriorityMeister) show techniques for calculating latency based on a branch of mathematical modeling called Deterministic Network Calculus (DNC). The DNC theory is designed for adversarial worst-case conditions, which is sometimes necessary, but is often overly conservative. Typical tenants do not require strict worst-case guarantees, but are only looking for SLOs at lower percentiles (e.g., 99th, 99.9th).

This paper describes SNC-Meister, a new admission control system for tail latency SLOs. SNC-Meister improves upon the state-of-the-art DNC-based systems by using a new theory, Stochastic Network Calculus (SNC), which is designed for tail latency percentiles. Focusing on tail latency percentiles, rather than the adversarial worst-case DNC latency, allows SNC-Meister to pack together many more tenants: in experiments with production traces, SNC-Meister supports 75% more tenants than the state-of-the-art.

Figure 1. Admission numbers for state-of-the-art admission control systems and SNC-Meister in 100 randomized experiments. In each experiment, 180 tenants, each submitting hundreds of thousands of requests, arrive in random order and seek a 99.9% SLO randomly drawn from {10ms, 20ms, 50ms, 100ms}. While all systems meet all SLOs, SNC-Meister is able to support on average 75% more tenants with tail latency SLOs than the next-best system.

1. Introduction

Meeting tail latency SLOs is important

Meeting tail latency Service Level Objectives (SLOs) in multi-tenant cloud environments is challenging. A tail latency SLO such as a 99th percentile of 50ms requires that 99% of requests complete within 50ms. Researchers and companies such as Amazon and Google repeatedly stress the importance of achieving tail latency SLOs at the 99th and 99.9th percentiles [4, 12, 13, 21, 24, 25, 37, 43, 45, 46, 51, 55]. As demand for interactive services increases, the need for latency SLOs will become increasingly important. Unfortunately, there is little support for specifying tail latency requirements in the cloud. Latency is harder to guarantee since it is affected by the burstiness of each tenant and the congestion between them, whereas bandwidth is much easier to divide between tenants. Tail latency is particularly affected by burstiness, and recent measurements show that the 99.9th latency percentile can vary tremendously and is typically an order of magnitude above the median [33].

The case for request latency SLOs

Throughout this paper, we consider cloud tenants that issue a series of requests over time for data items on another server VM within the same datacenter. For example, in Fig. 2, the blue tenant, residing on VM $V_1$, sends requests to server
Queueing is inevitable for request latency

High request latency is almost always due to excessive queueing delay [21, 25]. Queueing is inevitable. In production environments, traffic is typically bursty. When these bursts happen simultaneously, the result is high queueing delays.

Queueing can occur both within the network (in-network queueing) and at the end-hosts (end-host queueing). Some works (e.g., Fastpass [37], HULL [3]) claim to eliminate or significantly reduce queueing. What they actually mean is that they eliminate in-network queueing by shifting the queueing to the end-hosts with rate limiting. This produces great benefits for packet latency, which does not include this end-host queueing time. However, these techniques do not solve the problem for request latency, which by definition captures the entire queueing time, both in-network queueing and end-host queueing. Both forms of queueing delay comprise the biggest portion of request latency, particularly when looking at the tail percentiles [21]. This paper focuses solely on the effects of queueing (i.e., congestion between tenants) and leaves the mitigation of other sources of tail latency (e.g., VM scheduling, TCP artifacts) to other works (e.g., [50, 51]).

Dual goals: meeting tail latency SLOs and achieving high multi-tenancy

The goal of this paper is two-fold: 1) We want to meet tail request latency SLOs; and 2) we want to admit as many tenants as possible. Clearly, there is a tradeoff between achieving both goals. Admitting few tenants will likely meet SLOs due to limited queueing. Admitting many tenants, in contrast, creates the possibility of SLO violations due to high contention between tenants. Admission control is the component that limits the multi-tenancy so as to guarantee that the system only admit tenants whose SLOs can be met.

A key challenge in admission control is predicting upper bounds on the request latency for each tenant. Predicting latency bounds is only possible with assumptions on tenant behavior. We address the typical behavior of tenants (i.e., not flash crowds, faulty hardware, etc). We assume that typical tenant behavior can be characterized (or at least upper bounded) by a stationary trace of past behavior. The trace allows us to extract information about the load and burstiness of the tenant (Fig. 3(a) shows three example traces). Note that bursts are short lived (on the order of seconds), and that these bursts are not caused by diurnal (hourly) trends. In this work, we specifically focus on this short-term burstiness, which is separate from time-varying load [7]. These short-term bursts occur during every hour of our traces, and are known to have a large impact on performance [23].

The state of the art in admission control: worst-case bounds on the request latencies

The state-of-the-art in admission control are Silo (SIGCOMM 2015 [25]), QJump (NSDI 2015 [21]), and PriorityMeister (SoCC 2014 [55]). These systems perform admission control by using Deterministic Network Calculus (DNC) to calculate upper bounds on the request latency. Typically, DNC-based systems assume a tenant’s request process is characterized based on a maximum arrival rate and burst size. They then use DNC to calculate each tenant’s worst-case latency based on the tenants’ maximum arrival rate and burst size. If the worst-case latency for a tenant is higher than its SLO, the tenant is not admitted.

The above systems all use DNC, but in somewhat different ways. Silo uses DNC to calculate the amount of queueing within the network and performs admission control to ensure that network switch buffers do not overflow. QJump offers several classes with different latency-throughput trade-offs, for which latency guarantees are calculated with DNC. PriorityMeister considers different prioritizations of tenants. For each priority ordering, PriorityMeister uses DNC to calculate the worst-case latency of each tenant. PriorityMeister aims to choose a priority ordering that maximizes the number of tenants that can meet their SLOs if admitted.

The limitations of DNC

The DNC theory predicts worst-case latencies for the adversarial case where the worst possible bursts of all tenants happen simultaneously. While some tenants may be adversarially correlated, it is very conservative to assume all tenants are correlated with each other. The difference between assuming independence and dependence is substantial; as an example, Fig. 3(b) shows the aggregate behavior of the three traces in Fig. 3(a). The peak burst in each trace is marked with a horizontal line. As DNC is an adversarial worst-case anal-

1Time-varying load can be accommodated by using a trace from a period of high load or by updating the tenant’s trace over time. Our work is still relevant to the short-term burstiness that occurs during periods of high load.
analysis technique, its equations account for the scenario where each of the peak bursts happen at the same time. But as shown in the aggregate trace, the actual peak is much lower than the adversarial sum of peaks. As a result, DNC’s worst-case assumption limits the number of tenants that can be admitted into the system for any given SLOs.

The case for Stochastic Network Calculus (SNC)

Typical users do not seek strict worst-case guarantees. Instead, users target tail latency percentiles lower than the 100%, e.g., the 99.9th latency percentile [13]. DNC only supports calculating the 100th percentile latency (i.e., adversarial worst-case), so given 99.9th percentile SLOs, DNC-based systems simply pretend they are 100th percentile SLOs, resulting in admission decisions which are conservative.

We therefore instead turn to an emerging branch of probabilistic theory called Stochastic Network Calculus (SNC). SNC provides request latency bounds for any user-specified latency percentile, e.g., the 99th, 99.9th, or 99.99th latency percentile. By not making adversarial worst-case assumptions, it is possible to admit many more tenants, even for high percentiles (several 9s).

Support for dependencies in SNC

The SNC theory also supports having certain tenants being dependent on each other, as indicated by a user-specified dependency graph (Fig. 4). A user running several related tenants can specify that a group of tenants are dependent on each other. Dependent tenants in a group are allowed to behave independently in relation to tenants in other groups. Thus, it is possible to capture the benefits of independence without assuming all tenants are fully independent of every other tenant.

Our SNC-based system: SNC-Meister

Our new system, SNC-Meister, uses SNC to upper bound request latency percentiles for multiple tenants sharing a network. Admission decisions are made for the specific latency and percentile requested by each tenant. We implement and run SNC-Meister on a physical cluster, and our experiments with production traces show that SNC-Meister can support many more tenants than the state-of-the-art systems by considering 99.9th percentile SLOs (see Fig. 1).

This paper makes the following main contributions:

- **Bringing SNC to practice:** SNC is a new theory that has been developed in a purely theoretic context and has never been implemented in a computer system. Our primary contribution is identifying and overcoming multiple practical challenges in bringing SNC to practice (details in Sec. 4). For example, it is an open problem how to effectively apply SNC in non-trivial network topologies and how to incorporate tenant dependencies. We prove the correctness of SNC-Meister’s analysis and show that SNC-Meister improves the tightness of SNC latency bounds by 2-4× (Sec. 4).

- **Extensive evaluation:** We implement SNC-Meister and evaluate it on an 18-machine cluster running the widely-used memcached key-value store (setup shown in Fig. 2, details in Sec. 5). We compare against three state-of-the-art admission control systems, two of which we enhance to boost their performance [14]. Across 100 experiments each with 180 tenants represented by recent production traces, SNC-Meister is able to support on average 75% more tenants than the enhanced state-of-the-art systems (Fig. 1) while meeting SLOs of all admitted tenants. This improvement means that SNC-Meister allows tenants to transfer 88% more bytes in the median (Sec. 6.1). SNC-Meister is also within 7% of an empirical offline maximum, which we determined through trial-and-error experiments (Sec. 6.2).

- **Open-source release of SNC-Meister:** Code for SNC-Meister is available at https://github.com/timmyzhu/SNC-Meister. We design SNC-Meister to operate in existing infrastructures alongside best effort tenants without requiring kernel, OS, or application changes. To simplify user adoption, SNC-Meister only requires high-level user input (e.g., SLO, trace) and automatically generates SNC models and corresponding configuration parameters. Our representation of SNC in code is simple and efficient, which results in the ideal linear scaling of computation time for admission decisions in terms of the number of tenants.

---

2 Silo++ admits 10% more tenants than a hand-tuned Silo baseline, and QJump++ admits 5× more tenants than a hand-tuned QJump baseline.
2. **SNC-Meister’s admission control process**

In determining admission, SNC-Meister works with per-tenant tail latency SLOs and traces representing the burstiness and load added by each tenant. Traces consist of a sequence of request arrival times and sizes, and they can be extracted from historical logs or captured during operation. Using traces avoids the burden of having users specify many complex parameters to describe their traffic.

To understand the implications of selecting a representative trace, we first need to consider the differences between short-term burstiness and long-term load variations. Short-term burstiness denotes second/sub-second variations of a tenant’s bandwidth requirements. Long-term load variation denotes trends over the course of hours, such as diurnal patterns. While both types of variation affect latency, tail latency is mainly caused by transient network queues due to short-term burstiness. Short-term burstiness can lead to tail latency SLO violations even under low load: in our experiments, SLO violations occurred for network utilizations as low as 40%.

In our production traces (described in Sec. 3.3), short-term peaks have a rate that is 2× to 6× higher than the average rate. By comparison, the difference between day-hour rates to night-hour rates is often less than 2×.

After receiving a tenant’s SLO and trace, SNC-Meister determines admission through the following three steps. First, SNC-Meister analyzes the tenant’s trace to derive a statistical characterization understood by the SNC theory (see Sec. 3.3). Second, SNC-Meister assigns a priority to the tenant based on its SLO where the highest priorities are assigned to tenants with the tightest SLOs (i.e., lowest latency value). We opt for this simple prioritization scheme since our experiments with a more complex prioritization scheme [55] show similar results. Third, SNC-Meister calculates the latency for each tenant based on SNC (see Sec. 3.1) and checks if each tenant’s predicted latency is less than its SLO. If the previously admitted tenants and the new tenant all meet their SLOs, then the new tenant is admitted at its priority level. Otherwise, the tenant is rejected and can only run at the lowest priority level as best-effort traffic.

SNC-Meister enforces its priorities both in switches and at the end-hosts. To enforce priority at the end-hosts, SNC-Meister configures the HTB queueing module in the Linux Traffic Control interface. To enforce priority at the network switch, we use the Differentiated Services Code Point (DSCP) field (a.k.a. TOS IP field) and mark priorities in each packet’s header with the DSMARK module in the Linux Traffic Control interface. Our switches support 7 levels of priority for each port; using this functionality simply requires enabling DSCP support in our switches.

3. **Stochastic Network Calculus background**

At the heart of SNC-Meister is the Stochastic Network Calculus (SNC) calculator. SNC is a mathematical toolkit for calculating upper bounds on latency at any desired percentile (e.g., 99th percentile). This is in contrast to DNC, which computes an upper bound on the worst-case latency (i.e., 100th percentile). Throughout this paper, we calculate upper bounds on latency, which we refer to in the shorthand as calculating latency. Sec. 3.1 describes the core concepts of SNC by way of example (Fig. 5). Sec. 3.2 describes the necessary mathematical details needed to implement SNC.

### 3.1 SNC core concepts

SNC is based on a set of operators that manipulate probabilistic distributions. We refer to these distributions as arrival processes \( A_1 \) and \( A_2 \) for tenants \( T_1 \) and \( T_2 \) in Fig. 5 and service processes \( S_1 \) and \( S_2 \) in Fig. 5. One of the main results from SNC is a latency operator for taking an arrival process (e.g., \( A_1 \)), a service process (e.g., \( S_1 \)), and a percentile (e.g., 0.99), and calculating an upper bound on the tail latency. We write this as \( \text{Latency}(A_1, S_1, 0.99) \). The latency operator works for any arrival and service process.

As an example, consider calculating the 99th percentile latency for \( T_1 \) in Fig. 5. Since \( T_1 \) and \( T_2 \) share the first queue, \( T_1 \) does not experience service process \( S_1 \) since there is congestion introduced by \( T_2 \). Rather, \( T_1 \) experiences the leftover (a.k.a. residual) service process after accounting for \( T_2 \). In SNC, this is handled by the leftover operator, \( \ominus \), which is used in our example to calculate a new service process \( S'_1 = S_1 \ominus A_2 \). \( T_1 \)'s 99th percentile latency at the first queue is then calculated by using the latency operator with \( S'_1 \) (i.e., \( \text{Latency}(A_1, S'_1, 0.99) \)).

Calculating \( T_1 \)'s latency at the second queue in Fig. 5 requires arrival processes at the second queue, which are precisely the output (a.k.a. departure) processes from the first queue. In SNC, this is handled by the output operator, \( \otimes \), which is used in our example to calculate \( T_1 \)'s output process, \( A'_1 \), as \( A'_1 = A_1 \otimes S'_1 \) where \( S'_1 \) is as defined above. \( T_2 \)'s output process, \( A'_2 \), is calculated similarly. \( T_1 \)'s latency at the second queue is then calculated as \( \text{Latency}(A'_1, S_2 \ominus A'_2, 0.99) \).

One might try to calculate \( T_1 \)'s total latency by adding up the latencies from each queue (i.e., \( \text{Latency}(A_1, S'_1, 0.99) + \text{Latency}(A'_1, S_2 \ominus A'_2, 0.99) \)). However, this is not a 99th percentile latency anymore. To get a 99th percentile overall latency, higher percentiles are needed for each queue (e.g., 99.5th percentile). There are in fact many options for percentiles at each queue (e.g., 99.5% & 99.5; 99.3% & 99.7; 99.1% & 99.9) for calculating an overall 99th percentile latency. Choosing the option that provides the best latency bound is time consuming, so SNC provides a convolution operator, \( \otimes \), which avoids this problem by treating a series of queues as a single queue with a merged service process. In
our example, the convolution operator is applied to $T_1$’s leftover service process at each queue as $S_1' \otimes (S_2 \ominus A_1')$. This new service process is then used to calculate $T_1$’s latency as $\text{Latency}(A_1, S_1' \otimes (S_2 \ominus A_1'), 0.99)$.

Lastly, SNC has an aggregation operator, $\ominus$, which calculates the multiplexed arrival process of two tenants. For example, the aggregate operator can be used to analyze the multiplexed behavior of $T_1$ and $T_2$ as $A_1 \ominus A_2$.

The SNC literature provides this set of operators along with proofs of correctness. However, little is known on how to best combine these operators together to analyze networks, and this is a challenging open problem. Sec. 3.2 describes the challenges in bringing SNC to practice and how we overcome them in SNC-Meister.

### 3.2 Mathematics behind SNC

In this section, we expand upon the high level description of the SNC concepts in Sec. 3.1 and describe the mathematics behind SNC. To begin, we define the arrival process of a tenant $T_1$ as $A_1(m,n)$, which represents the number of bytes sent by $T_1$ between time $m$ and $n$. As arrival processes are probabilistic in nature, SNC is based on moment generating functions (MGFs), which are an equivalent representation of distributions. Directly working with MGFs is unfortunately quite challenging mathematically, so SNC operates on an upper bound on the MGF, parameterized by two subcomponents $\rho(\cdot)$ and $\sigma(\cdot)$. For example, the MGF of $A_1(m,n)$, written $\text{MGF}_{A_1(m,n)}(\theta)$, is upper bounded by:

$$\text{MGF}_{A_1(m,n)}(\theta) \leq e^{\theta \rho_{A_1}(\theta)(m-n) + \sigma_{A_1}(\theta))} \quad \forall \theta > 0$$

MGFs are parameterized by a variable $\theta$ to represent all moments of a distribution (e.g., $A_1(m,n)$). All arrival processes are specified in terms of the two subcomponents $\rho(\cdot)$ and $\sigma(\cdot)$, and all SNC operators provide equations for these sub-components (see Tbl. 1 for an overview, and Appendix A.2 in our tech report [54] for full details).

To calculate the $\rho_{A_1}(\theta)$ and $\sigma_{A_1}(\theta)$ for $T_1$, we need to assume a stochastic process for $T_1$, such as a Markov Modulated Poisson Process (MMPP) (see Sec. 4.3). A MMPP is useful for representing bursty arrival rates. For example, a 2-MMPP switches between high-rate phases and low-rate phases using a Markov process. The MMPP’s transition matrix is given by $Q$, which for a 2-MMPP has four entries:

$$Q = \begin{pmatrix} p_{hh} & p_{hl} \\ p_{lh} & p_{ll} \end{pmatrix}$$

where, e.g., $p_{hl}$ indicates the probability of switching to a low-rate phase ($l$) after a high-rate phase ($h$). The distribution of the arrival rate and request size for each phase is captured in the matrix $E$, which is a diagonal matrix of the MGF for each phase:

$$E(\theta) = \begin{pmatrix} \text{MGF}_E(\theta) & 0 \\ 0 & \text{MGF}_E(\theta) \end{pmatrix}$$

Finally, the $\rho_{A_1}(\theta)$ and $\sigma_{A_1}(\theta)$ for $T_1$ is calculated as:

$$\rho_{A_1}(\theta) = sp(E(\theta) \cdot Q) \quad \text{and} \quad \sigma_{A_1}(\theta) = 0$$

where $sp(\cdot)$ is the spectral radius of a matrix.

Service processes are defined similarly to arrival processes with the same two subcomponents $\rho(\cdot)$ and $\sigma(\cdot)$. Rather than working with lower bounds on the amount of service provided, SNC works with an upper bound:

$$\text{MGF}_{S_1(m,n)}(-\theta) \leq e^{\theta (\rho_{S_1}(\theta)(m-n) + \sigma_{S_1}(\theta))} \quad \forall \theta > 0$$

where the MGF has an extra negative sign on the $\theta$ parameter, which transforms a lower bound into an upper bound. For lossless networks, the $\rho_{S_1}(\theta)$ and $\sigma_{S_1}(\theta)$ have a simple form:

$$\rho_{S_1}(\theta) = -R \quad \text{and} \quad \sigma_{S_1}(\theta) = 0$$

where $R$ is the bandwidth of the network link.
Lastly, tail latency is calculated by chaining together the equations in Tbl. 1, based how the SNC operators are combined and using the latency equation (last line in Tbl. 1). Sec. 4.4 describes how we represent arrival and service processes in code and how we evaluate the latency equation with the θ parameter.

4. Implementation

In this section, we describe four challenges we overcome in implementing SNC-Meister.

First, SNC is a new theory, and it is currently an open problem how to effectively apply SNC to network topologies (e.g., Fig. 2). The SNC literature is primarily concerned with the theorems and proofs behind individual SNC operators, but little is known about putting them together. Sec. 4.1 describes SNC-Meister’s novel network analysis technique and the corresponding improvement in accuracy.

Second, the SNC literature does not consider the analysis of dependencies between tenants. Sec. 4.2 discusses how SNC-Meister handles dependencies and its effect on latency.

Third, real traffic exhibits bursty behavior, particularly at second/sub-second granularities, and it is important to capture this behavior to properly characterize tail latency. Sec. 4.3 describes how SNC-Meister models burstiness and how it estimates model parameters from trace data.

Fourth, it is non-trivial how to work with full representations of probabilistic distributions as required by SNC. Sec. 4.4 describes how SNC-Meister is implemented in code.

4.1 Analyzing networks with SNC-Meister

Analyzing networks with SNC requires an algorithm for combining the SNC operators described in Sec. 3.1. Even with the simple example in Fig. 5 there are multiple ways to analyze the latency for T1. For example, Sec. 3.1 describes how the latency can be analyzed one queue at a time (i.e., Latency(A1, S1′, 0.995) + Latency(A1′, S2 ⊗ A₂′, 0.995)) as well as through a convolution operator (i.e., Latency(A1, S1′ ⊗ (S2 ⊕ A₂′), 0.99)). Yet there is even another approach by first applying the convolution operator on S1 and S2 before accounting for the congestion from T2 (i.e., Latency(A1, (S1 ⊗ S2) ⊕ A₂, 0.99)). While each approach is correct as an upper bound on tail latency, they are not equally tight. One of our key findings is that some approaches can introduce “artificial dependencies” where arrival and service processes are treated as dependent processes even though they should be independent. For example, in Latency(A1′, S₂ ⊕ A₂′, 0.995), A₁′ (= A₁ ⊕ (S₁ ⊕ A₂)) and A₂′ (= A₂ ⊕ (S₁ ⊕ A₁)) are artificially dependent because they are both derived from common sources A₁, A₂, and S₁. Likewise, the convolution S₁′ ⊗ (S₂ ⊕ A₂′) has an artificial dependency because S₁′ (= S₁ ⊕ A₂) and A₂′ are both derived from S₁ and A₂. In reality, there shouldn’t be any dependencies between A₁, A₂, S₁, and S₂, but the ordering of SNC operators can introduce these artificial dependencies. A more comprehensive example for artificial dependencies can be found in Appendix A.3 in our tech report [5].

In our SNC-Meister SNC algorithm, we identify two key ideas that allow us to eliminate artificial dependencies.

Key idea 1. When analyzing T1, SNC-Meister performs the convolution operator before the leftover operator for any tenants sharing the same path as T1. For example, Latency(A1, (S1 ⊗ S2) ⊕ A₂, 0.99).

Using this idea in our Fig. 5 example avoids the artificial dependencies at the second queue. However, there are other sources of artificial dependencies. Fig. 6 shows a slightly more complex scenario with additional traffic from T1 and T4. Calculating T1’s latency now requires accounting for the effect of T1 and T4 at the second queue S2. The straightforward approach is to apply the output operator on A3 and A4 to get arrival processes A′₃ (= A₃ ⊕ (S₃ ⊕ A₄)) and A′₄ (= A₄ ⊕ (S₃ ⊕ A₃)) at the second queue. However, this approach introduces an artificial dependency between A′₃ and A′₄ because they are derived from S₃, A₃, and A₄.

Key idea 2. When handling competing traffic from the same source, SNC-Meister applies the aggregate operator before the output operator. For example, (A₃ ⊕ A₄) ⊕ S₃.

Using this idea, the aggregate flow to the second queue now does not have any artificial dependencies. Combining the two ideas for our Fig. 6 example, the latency of T1 is calculated as Latency(A1, (S1 ⊕ (S₂ ⊕ ((A₃ ⊕ A₄) ⊕ S₃))) ⊕ A₂, 0.99). Through these two ideas, SNC-Meister is able to produce much tighter bounds (see Fig. 7) than the straightforward approaches (analyzing one queue at a time).
hop-by-hop\footnote{SNC-Meister can generate higher latencies than DNC when nearly all tenants are dependent because the SNC equations are not tight upper bounds, whereas our DNC analysis is tight.}: applying convolution to a tenant’s leftover service process at each queue: SNC convolution\footnote{SNC-Meister can generate higher latencies than DNC when nearly all tenants are dependent because the SNC equations are not tight upper bounds, whereas our DNC analysis is tight.} (15). A formal description of SNC-Meister’s SNC algorithm can be found in Appendix A.4 in our tech report\footnote{SNC-Meister can generate higher latencies than DNC when nearly all tenants are dependent because the SNC equations are not tight upper bounds, whereas our DNC analysis is tight.} and the proof of correctness is given in Theorem 7 in Appendix A.5.

### 4.2 Dependencies between tenants

Since not all tenants are necessarily independent, SNC-Meister also supports users specifying groups of dependent tenants. Dependent tenants are analyzed assuming they can have adversarially correlated bursts. This can be useful, for example, when multiple tenants are part of the same load balancing group.

SNC-Meister incorporates user-specified dependencies by tracking dependency information with arrival and service processes. When aggregating multiple arrival processes (as with key idea\footnote{SNC-Meister can generate higher latencies than DNC when nearly all tenants are dependent because the SNC equations are not tight upper bounds, whereas our DNC analysis is tight.}), SNC-Meister also uses the dependency information to minimize the number of SNC operators that assume dependence (proved in Theorem 6 in Appendix A.5 in our tech report\footnote{SNC-Meister can generate higher latencies than DNC when nearly all tenants are dependent because the SNC equations are not tight upper bounds, whereas our DNC analysis is tight.}).

Figure 5 shows the effect of tenant dependency on latency. In this experiment, we take a fraction of the tenants and mark them as dependent on each other. As this fraction varies from 0\% (i.e., all independent) to 100\% (i.e., all dependent), we see the latency calculated by SNC-Meister increases. This is expected since dependent tenants can have higher latencies due to simultaneous bursts. Nevertheless, SNC-Meister’s latency is almost always\footnote{SNC-Meister can generate higher latencies than DNC when nearly all tenants are dependent because the SNC equations are not tight upper bounds, whereas our DNC analysis is tight.} under DNC since DNC assumes adversarial correlation for all tenants.

### 4.3 Modeling tenant burstiness

Properly characterizing tail latency entails representing the burstiness and load that each tenant contributes. In SNC-Meister, we use a Markov Modulated Poisson Process (MMPP) as an expressive and analytically tractable model for burstiness. A MMPP can be viewed as a set of phases with different arrival rates and a set of transition probabilities between the phases. A phase with high arrival rate can represent a bursty period, while a phase with low arrival rate can represent a non-bursty period. The MMPP is flexible in that the number of phases can be increased to reflect additional levels of burstiness.

The MMPP parameters for each tenant are determined from its trace. The traces contain the arrival times of requests and their sizes, where the size of a request is the number of bytes being requested. SNC-Meister first determines the number of MMPP phases needed to represent the range of burstiness in the trace. We use an idea similar to\footnote{SNC-Meister can generate higher latencies than DNC when nearly all tenants are dependent because the SNC equations are not tight upper bounds, whereas our DNC analysis is tight.} where each phase is associated with an arrival rate and covers a range of arrival rates plus or minus two standard deviations. SNC-Meister then maps time periods in the trace to MMPP phases and empirically calculates transition probabilities between the MMPP phases.

While SNC-Meister adapts to the range of burstiness on a per-tenant basis using multiple MMPP phases, the specific number of phases is not critical. In our experimentation, we find a big difference going from a single phase (i.e., a standard Poisson Process) to two phases, but less of a difference with more than two phases. If computation speed is a limiting factor, it is possible to tune SNC-Meister to compute latency faster using fewer phases.

### 4.4 How SNC-Meister represents SNC in code

In this section, we describe how SNC-Meister represents the core building blocks in SNC, arrival and service processes, as objects in code. We first show how to combine the SNC operators by walking through the example in Fig. 5 and then delve into details on how SNC operators are represented internally.

To analyze the Fig. 5 example, we start with two arrival processes ($A_1$ and $A_2$) and two service processes ($S_1$ and $S_2$):

- $A_1 = \text{new MMPP (traceT1)}$;
- $A_2 = \text{new MMPP (traceT2)}$;
- $S_1 = \text{new NetworkLink (bandwidth)}$;
- $S_2 = \text{new NetworkLink (bandwidth)}$;

We proceed to calculate the latency of $T_1$, mathematically written $\text{Latency}(A_1, (S_1 \otimes S_2) \ominus A_2, 0.99)$. First, the queues are combined to create a service process for the convolution of $S_1$ and $S_2$ (i.e., $S_1 \otimes S_2$), which is yet another service process (named $S_1x2$):

- $S_1x2 = \text{new Convolution (S1, S2)}$;

Second, $T_1$’s service process is calculated by using the leftover operator on $S_1x2$ and $T_2$’s arrival process (i.e., $(S_1 \otimes S_2) \ominus A_2$):

- $S_1x2_A2 = \text{new Leftover (S1x2, A2)}$;

Finally, the 99th percentile latency of $T_1$ is calculated by:

$\text{double L_A1 = calcLatency(A1, S1x2_A2, 0.99);}$

SNC-Meister is designed to allow the SNC operators to compose any algebraic expression (e.g., $(S_1 \otimes S_2) \ominus A_2$ is new $\text{Leftover (new Convolution (S1, S2), A2)}$). This is accomplished by having all of the operators as subclasses of

![Figure 8. The tail latency calculated using DNC and SNC-Meister as we vary the fraction of tenants that are dependent on each other. In this micro-experiment, seven identical tenants connect from a single client to a single server, and a fraction of them (x-axis) are marked as dependent on each other.](image-url)
the ArrivalProcess and ServiceProcess base classes, which have a standardized representation using the $\rho(\theta)$ and $\sigma(\theta)$ form (see Sec. 3.2). To symbolically represent these $\rho(\theta)$ and $\sigma(\theta)$ functions in code, the base classes define pure virtual functions for $\rho$ and $\sigma$ that every operator overrides with the equations in Tbl. 1.

Lastly, calculating latency requires optimizing the $\theta$ parameter in the Tbl. 1 equations. In particular, the latency equation produces valid upper bounds on latency for every value of $\theta > 0$. Thus, to improve the accuracy of the latency bound, SNC-Meister searches for a $\theta$ that produces the minimum latency by sweeping over a range of values at a coarse granularity (e.g., $\theta = 1, 2, 3, \ldots, 10$) and then progressively narrowing down to finer granularities (e.g., $\theta = 2.1, 2.2, \ldots, 2.9$).

5. Experimental setup

To demonstrate the effectiveness of SNC-Meister in a realistic environment, we evaluate our implementation of SNC-Meister and of three state-of-the-art systems in a physical testbed running memcached as an example application. This section describes the state-of-the-art systems (Sec. 5.1), our physical testbed (Sec. 5.2), our traces (Sec. 5.3), and the procedure of each experiment (Sec. 5.4).

5.1 State-of-the-art admission control systems

We compare against three state-of-the-art systems: Silo [25], QJump [21], and PriorityMeister [55]. We enhance Silo and QJump to account for end-host queueing delay and to automatically configure tenant parameters (e.g., rate limits).

Silo [25]: Silo offers tenants a worst-case packet latency guarantee under user-specified rate limits. Admission control is performed by verifying that no switch queue in the network overflows using equations from DNC. The maximum packet latency is calculated by adding up all maximum queue sizes along a packet’s path.

A limitation with Silo is that choosing a rate limit (i.e., bandwidth and maximum burst size) is left to the user. In the Silo experiments, the burst size is fixed to 1.5KB, and bandwidth is chosen by trial and error. Selecting too high a bandwidth causes few tenants to be admitted. On the other hand, selecting a small bandwidth (e.g., the average bandwidth of a tenant) entails a high end-host queueing delay due to being slowed down by the rate limiting, and compensating for the effect of end-host queueing is left to the user.

Silo++: We extend Silo with an algorithm to automatically choose the minimal bandwidth so that each tenant’s request latency SLO can be guaranteed. This is achieved by profiling each tenant’s traffic requirements and selecting rate limits using the effective bandwidth approach from DNC theory [29]. We also add support for calculating the end-host queueing delay using DNC, which is used in conjunction with Silo’s packet latency guarantee to check whether each tenant can meet its SLO.

QJump [21]: QJump offers multiple classes of service with different latency-throughput trade-offs. The first class receives the highest priority along with a worst-case latency guarantee using DNC-based equations [35, 36], but is aggressively rate limited. For the other classes, tenants are allowed to send at higher rates, but at lower priorities and without any latency guarantee. There are two limitations in employing the original QJump proposal: 1) users don’t know which class to pick because the respective latency guarantee is unknown in advance; and 2) users don’t know the end-host queueing delay caused by the rate limiting of each class.

QJump++: We extend QJump with an algorithm to automatically assign tenants to a (near) optimal class. The algorithm iteratively increases the QJump level for tenants that do not meet their SLOs. We add support for calculating the latency for each class as well as the end-host delay, which allows QJump++ to check if a tenant can meet its SLO.

Additionally, we find that instantiating the QJump classes using the QJump equation (Eq. (4) in [21]) severely limits the number of admitted tenants (5x fewer on average). By fixing a set of throughput values independent of the number of tenants, we significantly boost the number of admitted tenants for QJump++.

PriorityMeister (PM) [55]: PriorityMeister uses DNC to offer each tenant a worst-case request latency guarantee based on rate limits that are automatically derived from a tenant’s trace. PriorityMeister automatically configures tenant priorities to meet latency SLOs across both network and storage, and in this work, we tailor it to focus only on network latency.

5.2 Physical testbed

Our physical testbed comprises an otherwise idle, 18-machine cluster of Dell PowerEdge 710 machines, configured with two Intel Xeon E5520 processors and 16GB of DRAM. We use the setup shown in Fig. 2. Six machines are dedicated as memcached servers running the most recent version (1.4.25) of memcached. Twelve machines run a set of tenant VM’s using the standard kvm package (qemu-kvm-1.0) to provide virtualization support. Each tenant VM runs 64-bit Ubuntu 13.10 and replays a trace using libmemcached. Each physical machine runs 64-bit Ubuntu 12.04, and we use the associated Linux Traffic Control interface without modifications. The top-of-rack switch connecting the machines is a

![Figure 9. The ratio between maximum and mean request rate is high for many of our traces.](image)

- [QJump](#): QJump offers multiple classes of service with different latency-throughput trade-offs. The first class receives the highest priority along with a worst-case latency guarantee using DNC-based equations [35, 36], but is aggressively rate limited. For the other classes, tenants are allowed to send at higher rates, but at lower priorities and without any latency guarantee. There are two limitations in employing the original QJump proposal: 1) users don’t know which class to pick because the respective latency guarantee is unknown in advance; and 2) users don’t know the end-host queueing delay caused by the rate limiting of each class.

- [QJump++](#): We extend QJump with an algorithm to automatically assign tenants to a (near) optimal class. The algorithm iteratively increases the QJump level for tenants that do not meet their SLOs. We add support for calculating the latency for each class as well as the end-host delay, which allows QJump++ to check if a tenant can meet its SLO.

- [PriorityMeister (PM)](#): PriorityMeister uses DNC to offer each tenant a worst-case request latency guarantee based on rate limits that are automatically derived from a tenant’s trace. PriorityMeister automatically configures tenant priorities to meet latency SLOs across both network and storage, and in this work, we tailor it to focus only on network latency.
Dell PowerConnect 6248 switch, providing 48 1Gbps ports, with DSCP support for 7 levels of priority.

5.3 2015 production traces

Our evaluation uses 180 recent traces captured in 2015 from the datacenter of a large Internet company. The traces capture cache lookup requests issued by a diverse set of Internet applications (e.g., social networks, e-commerce, web, etc.). Each trace contains a list of anonymized requests parameterized by the arrival time and object size being requested, ranging from 1 Byte to 256 KBytes with a mean of 28 KBytes. Each trace is 30 minutes long and contains 100K to 600K requests, with a mean of 320K requests. We find that these traces exhibit significant short-term burstiness, and Fig. 9 shows that the CDF for the ratio of peak to mean request rate ranges from 2 to 6. We also perform standard statistical tests [1, 34] to verify the stationarity and mutual stochastic independence of our traces as required by SNC.

5.4 Experimental procedure

In our experiments, we run up to 180 tenants that replay memcached requests from each tenant’s associated trace. For each experiment, tenants arrive to the system one by one in a random order with a 99.9% SLO drawn uniformly randomly from \{10ms, 20ms, 50ms, 100ms\}. When a tenant arrives, the admission system makes its decision based on the tenant’s SLO and the first half of the tenant’s trace (15 mins). After the admission decisions for all 180 tenants have been made, each admitted tenant starts a VM to replay the second half of its request trace (15 mins). All tenants replay their traces in an open loop fashion, which properly captures the end-to-end latency and the effects of end-host queueing [41]. All admission systems meet the tenant SLOs, as verified by checking that the 99.9% latency across 3min time intervals for each tenant is less than its SLO. Thus, we evaluate the performance of the admission control systems under the following two metrics: 1) the number of tenants admitted by each system; and 2) the total volume of bytes transmitted by admitted tenants. Metric 1 indicates how many tenants with tail latency SLOs can be concurrently supported by each system. Metric 2 prevents a system from scoring high on metric 1 by admitting only low-load tenants.

6. Results

In this section, we experimentally evaluate the performance and practicality of SNC-Meister. Sec. 6.1 shows that SNC-Meister is able to support 75% more tail latency SLO tenants than state-of-the-art systems across a large range of experiments. SNC-Meister also transfers 88% more bytes, which shows that SNC-Meister supports a higher network utilization. Sec. 6.2 shows that SNC-Meister’s performance is within 7% of an empirical offline solution. Sec. 6.3 demonstrates that SNC-Meister is able to support low-bandwidth tenants with very tight SLOs alongside high-bandwidth tenants. Sec. 6.4 investigates the sensitivity of the SNC latency prediction to the SLO percentile. Sec. 6.5 evaluates the scalability of SNC-Meister and shows that both its computation time and performance scale linearly with the number of tenants.

6.1 SNC-Meister outperforms the state-of-the-art

This section compares SNC-Meister with enhanced versions of the state-of-the-art tail latency SLO systems (described in Sec. 5.1). We run 100 experiments, each with 180 tenants arriving in a random order with random SLOs (described in Sec. 5.4). All four systems, including SNC-Meister, meet the SLOs for all admitted tenants, but differ in how many tenants each system admits.

Fig. 10 shows a box plot of the number of admitted tenants and a box plot of the volume of transferred bytes. We see that the three state-of-the-art systems (Silo++, QJump++, PriorityMeister) perform roughly the same as they draw upon the same underlying DNC mathematics. SNC-Meister achieves a significant improvement over all three systems across all 100 experiments. Silo++ admits slightly more than QJump++ and PriorityMeister, which is due to the effective bandwidth enhancement of Silo++ (see Sec. 5.1). Nevertheless, SNC-Meister outperforms Silo++ by a large margin: of the 100 experiments, the 10-percentile of SNC-Meister is above the 75-percentile of Silo++ for both the
number of admitted tenants and bytes transferred. The fact that SNC-Meister performs well for both metrics shows that SNC-Meister’s improvement is not just due to admitting more low-load tenants, but is due to allowing higher utilization.

6.2 Comparison to empirical optimum

To evaluate how well SNC-Meister compares to an empirical optimum, we determine the maximum number of tenants that can be admitted without SLO violations (labeled OPT) via trial and error experiments. In order to determine the maximum in a reasonable time frame, OPT only considers tenants in the order that they arrive. Thus, OPT is defined as the largest \( n \) such that the first \( n \) tenants to arrive meet their SLOs. Determining OPT via trial and error is time consuming and hence we only do this for a random subset \( 5 \) of 10 out of the 100 experiments from Sec. 6.1.

Fig. 11 compares the state-of-the-art, SNC-Meister and OPT. We find that SNC-Meister performs almost as well as OPT. Specifically, SNC-Meister is within 7% of OPT in the median, whereas the state-of-the-art admission systems achieve only half of OPT. Thus, SNC-Meister captures most of the statistical multiplexing benefit without needing to run trial and error experiments.

6.3 Small-request tenants

While we have focused on request latency, many related works focus on packet latency and the effects on small requests (i.e., single packet-sized requests).

As SNC-Meister supports prioritization (Sec. 2), we demonstrate that SNC-Meister can also support tenants with small requests and very tight SLOs. Fig. 12 shows the results from an experiment with a set of eleven tenants with single packet requests and tight SLOs (4ms) along with twenty-one other tenants with larger requests and higher SLOs (50ms). Like before, we see that SNC-Meister is able to admit many more tenants than the state-of-the-art systems. Here, PriorityMeister does better than Silo++ and QJump++ since it does not need to reserve a lot of bandwidth for the tight SLOs. Nevertheless, all three of these state-of-the-art systems suffer from the drawbacks of DNC and are unable to admit many of the large-request tenants once they’ve admitted the small-request tenants with tight SLOs. This can particularly be seen in the graph of the number of bytes transferred by admitted tenants. SNC-Meister admits both the small-request tenants as well as many large-request tenants, resulting in a higher network utilization. SNC-Meister is able to do so since, probabilistically, the small-request tenants do not have a large effect on the large-request tenants. The large-request tenants are assigned a lower priority due to their higher SLOs and thus do not affect the small-request tenants.

6.4 Tail latency percentiles

One might wonder how SNC-Meister performs for latency SLOs other than the 99.9th percentile. We address this question by comparing SNC-Meister’s latency prediction to the DNC latency prediction used by state-of-the-art systems.

Fig. 13 shows the latency prediction of SNC-Meister and DNC vs. the number of 9s in the SLO percentile, where three 9s represents the 99.9th percentile. SNC-Meister’s latency increases with the SLO percentile, as expected, and only exceeds the DNC latency with thirty-three 9s. Thus, SNC-Meister’s benefit primarily comes from considering non-100th percentile SLOs. The relative difference between one and three 9s is small compared to the difference between non-100th percentiles (i.e., SNC-Meister) and the 100th percentile (i.e., DNC). Thus, experiments with 90th percentile SLOs

---

3 Note that the results from the 10 experiments in Fig. 11 are representative because the state-of-the-art systems and SNC-Meister perform similarly to the 100 experiments in Fig. 10.
and experiments where tenants have mixtures of 90th, 99th, and 99.9th percentile SLOs show similar results to the case with all tenants having 99.9th percentile SLOs. DNC’s worst-case analysis is conservative in accounting for rare events that probabilistically should never occur, whereas SNC-Meister is unaffected by these improbable events for almost any percentile.

6.5 Scalability

In this section, we study the scalability of SNC-Meister. Fig. 14 shows the runtime for computing latency as a function of the number of tenants. We see that SNC-Meister’s runtime scales linearly with the number of tenants, which is ideal since each tenant’s latency is calculated one by one. This is promising, given that the computation is currently single threaded, and the analysis of each of the tenants can easily be parallelized.

Fig. 15 shows how the number of admitted tenants scales with the size of the cluster. We use the same setup with 180 tenants, but replicate the tenants and number of machines by a scaling factor (x-axis) to show the effect of larger scale. The order and assignment of tenant VMs to data servers is random as before. As expected, the performance of SNC-Meister scales linearly with the size of the cluster.

7. Related work

SNC-Meister addresses meeting tail latency SLOs, which is an active research area with a rich literature. The related work can be divided into four major lines of work. First, there is a body of work that ensures that tail latency SLOs are met based on worst-case latency bounds; unfortunately these works are unable to achieve high degrees of multi-tenancy due to the conservative nature of worst-case analysis. To overcome these limitations, theoreticians have developed a second line of work that provides probabilistic tail latency bounds via Stochastic Network Calculus (SNC). These works are entirely theoretical and have never been implemented for any computer system. Third, there is a body of work that proposes techniques for significantly reducing the tail latency; ensuring that request latency SLOs are met is not within the scope of that work. Fourth, there are some recent systems that try to meet SLOs based on measured latency; unfortunately, these works aren’t suited for admission control and don’t cope well with bursty tenants.

Guaranteed latency systems

There are three recent state-of-the-art systems that provide SLO guarantees: Silo [25], QJump [21], and PriorityMeister [55] (described in Sec. 5.1 and listed in the top half of Tbl. 2). All three systems are designed for worst-case latency guarantees. For tenants seeking a lower percentile tail guarantee (e.g., a guarantee on the 99.9th percentile of latency), these systems are overly conservative in their admission decisions: they admit half the number of tenants as compared to SNC-Meister (see Sec. 6.1).

Besides these recent proposals, there has been a long history of DNC-based worst-case latency admission control algorithms in the context of Internet QoS [14, 28, 32, 44, 49]. These older proposals are not tailored to datacenter applications, and also suffer from the conservative nature of worst-case latency guarantees.

Stochastic Network Calculus (SNC)

The modern SNC theory evolved as an alternative to the DNC theory to capture statistical multiplexing gains and enable accurate guarantees for any latency percentile [5–11, 15–17, 20, 27, 31, 38, 39, 42, 52]. However, all of this work is in theory, and we are not aware of any implementations that use SNC in computer systems. The only practical applications of SNC are in the modeling of critical infrastructures such as avionic networks [40] and the power grid [19, 48], which support the robustness of SNC theory.
Reducing tail latencies

There are many systems that demonstrate how to reduce tail latency (listed in the bottom half of Tbl. 2). Datacenter schedulers, such as pHost [18], Fastpass [37], and pFabric [4], improve tail latency by bringing near-optimal schedulers (such as earliest-deadline first) to the datacenter. These approaches can also shift queueing from within the network to the end-hosts, which greatly reduces tail packet latency and the latency of short requests. These approaches, however, are not designed to ensure tail latency SLO compliance.

Latency-aware congestion control algorithms, such as D2TCP [45] and DCTCP [2], aggressively scale down sending rates and prioritize flows with deadlines. These approaches react to congestion, which can lead to SLO violations in the face of bursty traffic [4, 25]. HULL [3] keeps tail latencies low by controlling the network utilization through rate limiting, but can still experience SLO violations [21].

Other techniques for reducing tail latency include issuing redundant requests [12, 24, 46], latency-adaptive machine selection [43, 51], and latency-adaptive load balancing [53]. While these techniques can reduce the tail latency, they are not designed for meeting tail latency SLOs.

Measurement-based approaches

Several recent works measure the latency and adapt the system to try to meet tail latency SLOs [30, 47]. Unfortunately, these approaches aren’t suited for admission control where admission decisions cannot be made dynamically. Furthermore, prior work has shown that reactive approaches struggle with bursty tenants and often do not meet their SLOs [55].

The recent Cerebro [26] work uses measurements to characterize the latency of requests composed of multiple sub-requests. Unlike SNC-Meister, Cerebro is not designed to account for the interaction between multiple tenants, which is a primary benefit of SNC.

8. Conclusion and discussion

SNC-Meister is a new system for meeting tail request latency SLOs while achieving higher multi-tenancy than the state-of-the-art. In experiments with production traces on a physical implementation testbed, we show that SNC-Meister can admit two to three times as many tenants as the state-of-the-art while meeting tail latency SLOs. SNC-Meister benefits from applying a new probabilistic theory called Stochastic Network Calculus (SNC) to calculate tail latencies, while prior systems use the conservative worst-case Deterministic Network Calculus (DNC) theory.

As SNC is a new theory, there are many challenges in bringing it to practice, and there is much room for further research. One challenge we identify is the important role of the order in which SNC operators are applied – a fundamental problem that was not previously considered in SNC literature. Our novel algorithm for analyzing networks with SNC makes a significant step forward in making SNC a practical tool. We also add support in SNC-Meister for dependencies between subsets of tenants, which addresses a practical issue that is generally ignored in SNC theory. Nevertheless, it is still an open question on how to better apply SNC techniques to get tighter bounds.

While this work focuses on the admission control problem, the ideas behind SNC-Meister and SNC are applicable to many applications beyond admission control. One such example is the datacenter provisioning problem. By being able to analyze tenant behavior and compute tail latency, SNC-Meister could be extended to deciding when (and how many) more resources are required for meeting tail latency SLOs. Similarly, these techniques could apply to tenant placement problems: SNC could be used to identify bottlenecks and make placement decisions in a tail latency aware fashion. Also, the mathematics behind SNC is applicable to other resources beyond networks such as storage bandwidth. We thus believe that the SNC theory can develop into a practical tool for working with tail latency.
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