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ABSTRACT
Deep learning accelerators efficiently train over vast and grow-

ing amounts of data, placing a newfound burden on commodity

networks and storage devices. A common approach to conserve

bandwidth involves resizing or compressing data prior to training.

We introduce Progressive Compressed Records (PCRs), a data for-

mat that uses compression to reduce the overhead of fetching and

transporting data, effectively reducing the training time required

to achieve a target accuracy. PCRs deviate from previous storage

formats by combining progressive compression with an efficient

storage layout to view a single dataset at multiple fidelities—all

without adding to the total dataset size. We implement PCRs and

evaluate them on a range of datasets, training tasks, and hardware

architectures. Our work shows that: (i) the amount of compression

a dataset can tolerate exceeds 50% of the original encoding for many

DL training tasks; (ii) it is possible to automatically and efficiently

select appropriate compression levels for a given task; and (iii) PCRs

enable tasks to readily access compressed data at runtime—utilizing
as little as half the training bandwidth and thus potentially doubling

training speed.
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1 INTRODUCTION
Deep learning training consists of three key components: the data

loading pipeline (storage), the training computation (compute),

and, in the case of parallel or distributed training, the parameter

synchronization (network). A plethora of work has investigated

scaling deep learning from a compute- or network-bound perspec-

tive [2, 6, 22, 23, 26, 54, 71, 74, 124, 128, 139, 141]. However, little

attention has been paid to scaling the storage layer, where training

data is sourced.

Current hardware trends point to an increasing divide between

compute and the rest of the hardware stack, including network
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Figure 1: Three generations of single-node TPU hardware
performance on ResNet/ImageNet (batch of 1024). For illus-
trative purposes, a 1GiB/s limit of data bandwidth is shown
(red line) with the corresponding slowdown. ResNet18 on
a TPUv3 node can pull over 21k images/second, or over
2.1GiB/s—a challenge for both storage and network.

or storage bandwidth [66, 69, 71] and main memory [67, 103, 130].

Indeed, in the last decade, the amount of compute available to

deep learning (DL) has increased exponentially [95]. However, I/O

bandwidth has been slower to evolve, potentially resulting in I/O

becoming a dominating factor in the overall runtime of deep learn-

ing tasks [66, 69, 84, 121]. Recent evidence highlights that, while

accelerators are the workhorse of any ML fleet, 30% of resources

are spent on the data pipeline [88] in industrial workloads and up

to 65% of epoch time is spent in data pipelines in research work-

loads [87]. While I/O is only a part of the data pipelines, it has

the possibility to create bottlenecks and thus lower end-to-end ML

training efficiency.

The resource requirements for I/O can be prohibitive, either due

to cost, scaling limits of filesystems, or quality of service require-

ments. Figure 1 shows that this can be problematic even at small

scales. We mark the time it takes to fetch one training batch us-

ing 1GiB/s of data bandwidth with a dashed red line, since cloud

instances are typically limited to 1–4 GiB/s of network [39] and

1GiB/s of disk bandwidth [38]. We have trained ResNet [48] models

of varying complexity (ResNet18 being the least complex) using the

ImageNet [27] dataset. We find that TPUv2 [53], Google’s second

version of their custom AI accelerator, completes computation on

a given training batch within the time it takes to fetch the next

batch (according to the dashed red line). However, the least complex

of the models, ResNet18, is expected to toe that line. TPUv2 is 6

years old, and the third version of Google’s accelerator manages to

pack enough compute to speed up batch computations so that two

out of the three ResNet models spend more time fetching the next

training batch than computing on the current one. This is projected
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to become a problem for even more complex models, according to

publicly available per-core performance numbers for TPUv4 [85],

which we include in the figure.

These trends highlight that I/O, if left unaltered, stands to domi-

nate training costs. Worse, if the underlying data used in training

were to get larger, the problem could become much worse. Contrary

to conventional wisdom, datasets like ImageNet consist of small
images with an average image resolution that is 7× smaller than

industry workloads [100], and thus the combination of training

rates and data sizes are likely to increase.

To cope with the divide between compute and I/O, architects

have turned to hardware/software co-design in an attempt to meet

scaling and efficiency goals [53, 65]. Two common, complementary

approaches to optimize the storage layer include caching [63, 87]

and reducing data volume [58, 77]. From the caching point of view,

I/O pressure can be relieved by keeping a subset of the workload in

memory, and optimizing access patterns to hit in the cache and thus

avoid I/O. However, for large datasets, one must choose between

prohibitively large cache sizes or weaker forms of sampling [81].

From the point of view of data reduction, practitioners can resize

images to reduce their size. However, choosing the resize parame-

ters is task-specific, and is subject to error [115], which diminishes

task performance. In this work, we show deep neural network train-

ing is amenable to a range of JPEG compression; however, unlike

resizing, this fact can be exploited as a mechanism for dynamic data
reduction. Notably, we show that different training tasks—a product

of the dataset, model(s), and objective—can tolerate different com-

pression levels (Section 6), and it is non-trivial to determine these

levels a priori, which motivates a need for dynamic compression.

In this work, we propose Progressive Compressed Records (PCRs),
a novel data format that reduces the bandwidth cost associated with

DL training. Our approach leverages a compression technique that

decomposes each data item into a series of deltas, each progressively
increasing data fidelity. PCRs use deltas to dynamically access entire
datasets at a fidelity suitable for each task’s needs, while avoiding

inflating the dataset’s size. This allows training tasks to control

the trade-off between training data size and fidelity. The careful

layout of PCRs ensures that data access is efficient at the storage

level. Switching between data fidelities is lightweight, enabling

adaptation to changing runtime conditions. Using PCRs for a variety

of common deep learning models and image datasets, we find that

bandwidth (and therefore training time) can be reduced by 2× on

average relative to simple JPEG compression without affecting

model accuracy. This can allow for a larger fraction of the dataset

to be cached in memory, complementing prior work [63]. Overall,

we make the following contributions:

(1) We introduce Progressive Compressed Records (PCRs), a novel
storage format for training data. PCRs combine progressive

compression and careful data placement to enable tasks to dy-
namically choose their data fidelity, increasing the effective

training bandwidth.

(2) We demonstrate that by using PCRs, training speed can be

improved by 1.6–2.6× by selecting a lower data fidelity. These

speedups are conservative given that the ‘raw’ images we use

are in fact already JPEG compressed; speedups are thus likely

to be even larger for uncompressed datasets.

Figure 2: The design space of ML image file formats. File-
per-Image (Row 1) formats randomly read files in the log-
ical storage address space. Record layouts (Row 2) batch a
subset of files into a single, large sequential read, promot-
ing locality in address accesses. PCRs (§3, Row 3) group by
image fidelity (3 shown) to maintain the sequential behav-
ior of record layouts while enabling dynamic compression
without the need for duplicating data. Reading a full record
recovers the full data fidelity for all images. Metadata (not
shown) is small and can be kept in memory.

(3) In experiments with multiple architectures and large-scale im-

age datasets, we show deep neural network training is robust

to data compression in terms of test accuracy and training loss.

(4) We introduce methodology for choosing the particular data

fidelity necessary for a task, as well as a tuning heuristic that

can be applied automatically. Using PCRs, our method can dy-

namically switch between multiple data fidelities while training

without loss of accuracy.

2 BACKGROUND
Advances in scalable training methods, software, and compute (e.g.,

accelerators) suggest that the time spent on training computation

is decreasing relative to time spent accessing data [63, 66, 69, 71,

87, 121]. Data bandwidth is therefore an increasingly important

bottleneck to consider for machine learning pipelines. Two comple-

mentary concepts make up the process of storing/loading data: the

data layout, which helps to utilize the bandwidth of the underly-

ing storage system, and the data representation, which can increase

bandwidth by reducing the amount of data transferred. In this work,

we develop a novel, flexible, and efficient storage format, PCRs, by

combining a data representation (progressive compression) with

an efficient data layout. Our work serves to lower three fundamen-

tal storage costs: storage capacity, storage operations (IOPS), and

storage/network bandwidth.

Record Layouts. Learning from data requires sampling points

from a training set. In the context of image data, perhaps the sim-

plest way to access data is with a File-per-Image layout, such as

PyTorch’s ImageFolder, which can cause small, random accesses

that are detrimental to storage bandwidth and latency, while also

stressing filesystem metadata [80, 98, 127]. Record layouts, such as

TensorFlow’s TFRecords [112], MXNet’s ImageRecord [99], or even

TAR files [98], attempt to alleviate this problem by batching data

together into records. Record layouts increase performance (i.e.,
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read rate) by exploiting locality (Figure 2). Our experiments indicate

a single epoch can take 25× longer with File-per-Image formats

compared to reading Record formats—limiting their practicality

without caching. To achieve randomness, each Record is read into

memory, where it may be shuffled with other Records and broken

into minibatches by the data loader. While Record layouts improve

over File-per-Image layouts, they are designed to store data at a

specific fidelity level, thus requiring multiple copies of each dataset

at different fidelities in order to realize efficient training across

tasks. In this work, our aim is to combine the efficiency of Record

layouts with dynamic compression schemes (described below) to

offer quick, easy access to data at multiple fidelity levels.

Image Compression. Compressed forms are commonly used to

represent training data. JPEG [119] is one of the most popular

formats for image compression and is used ubiquitously in machine

learning [27, 33, 73, 101]. Most compression formats (including

JPEG) require the compression level to be set at encoding time,

which often results in choosing this parameter in an application-

agnostic manner. However, as we show in Section 6, it is difficult to

set the compression level for deep learning training without over- or

under-compressing, as the appropriate level may vary significantly

across training tasks. Current approaches resort to storing multiple

copies of the dataset at different compression levels, particularly for

applications using multiple data fidelities within a single training

task [58]. This is infeasible for larger datasets. For example, we

find duplicating a 2GiB dataset at 9 resolutions can amplify the
dataset size by 1.5−40× and require hours of extra processing time.
Terabyte-sized datasets rely on distributed frameworks to reduce

dataset creation from weeks to days [9].

In Figure 3, we provide a simplified illustration of the JPEG

algorithm. First, an image is split into blocks of size 8× 8, which are

then converted into the frequency domain. The low frequencies (top

left of the matrix) store the bulk of the perceptually relevant content

in the image. Quantization, which discards information from the

block and results in compression, is used to diminish the high

frequency values, compressing the data. Sequential formats serialize
the image’s blocks from left to right, top to bottom. Decoding the

data is simply a matter of inverting this process.

Progressive Image Compression. Progressive compression is an

alternative to standard image compression, which—combined with

an additional rearrangement of data (Section 3)—forms the basis of

the idea behind PCRs. Progressive formats allow data to be read at

varying degrees of compression without duplication. As an exam-

ple, over slow internet connections, these formats allow images to

be decoded dynamically as they are transmitted over the network.

With the sequential case, data is ordered by blocks, and thus par-

tially reading the data results in “holes” in the image for unread

blocks [119]. Dynamic compression schemes interleave information

(deltas) from each block, allowing all blocks (and thus the entire

image) to be approximated without reading the entire byte stream.

As progressive formats are simply a different traversal of the set

of quantization matrices, they contain the same information as

sequential JPEG [55] and are actually often smaller in practice. As

we depict in Figure 3, while non-progressive formats serialize the

image matrix in one pass, progressive formats serialize the matrix

in disjoint groups of deltas which are called scans. Scans are ordered

(a) Scan 1 (b) Scan 3 (c) Scan 10

Figure 3: Top: JPEG carves an image into blocks, which
are then converted into frequencies, quantized, and serial-
ized. Progressive compression writes out key coefficients
fromeach block before re-visiting the block. Bottom:Higher
scans (a→c) have greater fidelity from more frequencies.

by importance (e.g., the first few scans improve quality more than

subsequent scans). Thus, any references to images generated from

scan 𝑛 will implicitly assume that the image decoder had access to

prior scans. Progressive formats exist not only for images, but also

for modalities such as audio [86] and video [102].

3 PROGRESSIVE COMPRESSED RECORDS
We present Progressive Compressed Records (PCRs), a novel storage
format that reduces data bandwidth for ML training. We specifically

explore PCRs for training deep neural networks with image data,

but note that the ideas behind PCRs could be readily extended to

other modalities (e.g., audio [86] or video [102]), and compression

strategies (e.g., cropping [106], interlaced PNG, or neural compres-

sion [113]). PCRs define a data layout that ensures bandwidth is

fully utilized, and a data representation that permits accessing data

at multiple levels of fidelity with minimal overhead.

PCRs are optimized to allow the entire training dataset to be

read at a given fidelity. To achieve this, data is rearranged into scan
groups, i.e., collections of deltas of the same fidelity that are stored

together in the address space. To dynamically increase the fidelity of

data read and decoded, a task then merely needs to read subsequent

scan groups until the desired fidelity level is reached. PCRs differ

from other formats (e.g., TFRecord, RecordIO) because PCRs allow

these lower fidelity versions of each record to be accessed efficiently

(without space/throughput tradeoffs). This efficiency is achieved

by using progressive compression and changing the order that

data is stored and accessed. Space overhead for PCR conversion

is negligible; PCRs are usually 5% smaller than TFRecords. This

is because record format size is dominated by the image payload,

which is simply rearranged with progressive compression. File size

differences stem from the efficiency of entropy coding in JPEG,

which typically has higher compression ratios over progressive

layouts [107]. Since PCRs allow a lower fidelity version of the
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Figure 4: PCRs encode label metadata followed by all scan
groups. Accessing the dataset at lower quality requires read-
ing up to a given scan group. Reading all scan groups returns
the full quality data, and decodes to identical bytes as the
conventional JPEG format.

entire dataset to be accessed efficiently, they can drop the effective

size and utilized bandwidth of a record by a factor of 2–10×.
Figure 4 depicts the PCR format as it is organized on the storage

medium. PCRs logically consist of two parts: metadata and data.
Metadata consists of sample metadata (e.g., labels, bounding boxes)

as well as PCR metadata (e.g., mapping of files and scans to storage

addresses). Metadata is small in size (e.g., an image label can be

represented by a 32 bit int, while an image is 100kiB or more)

and can be kept in a database, mapped in memory, or pre-pended

to PCRs (for per-sample metadata e.g., labels). The data, which

is orders of magnitude larger, consists of the images themselves,

organized in terms of increasing levels of fidelity. Each fidelity level

for an image is a scan and each grouping of images of the same

fidelity is a scan group. For example, the scan 1 representation of

the shark in Figure 3 can be retrieved by reading its data from

scan group 1. Likewise, the scan 3 representation will be available

once the records up to scan group 3 are read, and the reconstructed

representation will be of higher fidelity than that of scan 1. As scan

groups consist of scans of the same fidelity, every image contained

in a record of the same group offset is available at the same fidelity.

Users of PCRs can read data at a given fidelity by simply reading

the on-disk byte stream from the start of the PCR to the end of the

corresponding scan group. This way of dynamically selecting data

fidelity allows for bandwidth savings without re-encoding the data.

4 DESIGN
The key insight behind PCRs is that, for storage or network I/O

bound workloads, training tasks can be sped up by reducing data

fidelity (and, thus, the amount of data read) to match the available

I/O bandwidth. Figure 5 shows the training throughput obtained

by using PCRs vs. the traditional TFRecord format. As a fair point

of comparison, we use our tf.data [88, 110] implementation, and

thus only the dataset reader operation has changed. As we describe

in Section 4.1, PCRs can reduce the bytes read per image, and thus

proportionally increase the throughput of the end-to-end training

process (up to the compute limits of the accelerator). However, a

speedup is only possible if the CPU overhead introduced by PCRs

can be absorbed by the machine (Section 4.2). The final part of the

design of PCRs involves choosing the image quality level automati-

cally, which we describe in Section 4.3.

4.1 I/O Speedup Analysis
End-to-End Slowdown. Amdahl’s Law [7] states that if 𝑝 fraction

of a program is waiting for data (see red/blue bars in Figure 1), a

1

1−𝑝 speedup can be obtained by removing the wait. Recent work

determines possible speedups empirically by finding the gap be-

tween the data preparation rate and the I/O rate [87]. However,

because PCRs are dynamic, it is important to know what PCR con-

figurations can actually lead to a speedup (i.e., what scan group

to select). Although we observe over 500× max/min range on Im-

ageNet, mean size-per-sample, E𝑥∼D [𝑠 (𝑥)], is all that is required
for an accurate performance model. We tabulate this information

in Table 1 and motivate the model below.

Table 1: Image size reduction for various scans and the size
of an average image, which can be combined to predict I/O
speedups. Scan 10 is approximately the same size as baseline
JPEG, and scan 5 is roughly half.

Dataset Scan 1 Scan 2 Scan 5 Scan 10 E𝑥∼D [𝑠 (𝑥)]
ImageNet 16× 7× 2× 1× 110kB

HAM10000 30× 15× 3× 1× 250kB

Cars 14× 6× 2× 1× 110kB

CelebAHQ 7× 4× 3× 1× 80kB

Input Pipeline Throughput. Using closed-system Little’s Law [47,

75] and basic assumptions on the characteristics of a storage sys-

tem (i.e., the cost of large reads is proportional to bytes read), the

image throughput, 𝑋 (e.g., images per second), of an image pipeline

is explained by the equation: 𝑋 =
𝑊

E𝑥∼D [𝑠 (𝑥)], where𝑊 is the

bandwidth and E𝑥∼D [𝑠 (𝑥)] is the mean image size (average size

of an image sample). The number of bytes in a record (a large read)

is, by linearity of expectation, the number of images, 𝑛, times the

average image size. Thus, the amortized cost per image (dividing

by 𝑛) is the average image size, and time taken is proportional to

𝑊 . If a model/accelerator trains at 500 images/second (a function

of the resized and cropped input-matrix dimensions [48, 62, 105]),

we can conclude that, using ImageNet images, it will use up to

110kB ∗ 500s−1 = 55MB/s (Table 1), as demonstrated in Figure 5.

Dataset-Level Bounds. To remove dependence on the accelera-

tor’s speed, the equation can be applied on both scans and the

original data: Theorem 4.1 presents the asymptotic bounds for the

impact of data reduction on training speedups. It is derived by notic-

ing that, when a system with fixed𝑊 is bound by the throughput

of the I/O subsystem, 𝑋 , one can calculate the speedup ratio �̂� / 𝑋 ,

where �̂� is using a reduced image size. In sum, reducing the mean

data read results in proportionally higher I/O throughput, which

results in proportional speedup on I/O bound workloads. For exam-

ple, using Table 1, which displays the ratios, one can anticipate that

a 2× speedup would be seen on ImageNet with scan 5. We defer

interested readers to our supplemental material for a more formal

discussion of the performance modeling.

Theorem 4.1. If a training pipeline is data bound, then the maxi-
mum achievable system speedup, 𝑆max, for switching from dataset D
to D ′ is the ratio of mean sample sizes, 𝑠 (𝑥):

𝑆max
(︁
D,D ′)︁ = E𝑥∼D [𝑠 (𝑥)]

E𝑥 ′∼D′ [𝑠 (𝑥 ′)] .
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Figure 5: The training rate of a 10-node TitanX GPU clus-
ter with a ResNet-18 workload using PCRs (the scans) and
TFRecord. The throughput of the training process is domi-
nated by I/O bandwidth until the compute limit of the GPU
is reached. PCRs at scan 10 are approximately the same size
as TFRecord, and thus have similar performance. Predicted
rates are shown.

4.2 Data Preparation Decoding Overhead
Changing the dataset encoding inevitably changes data-preparation

work, which consumes CPU resources and must be managed. The

cost of progressive compression is dependent on the image size,

scan configuration, and decoder implementation [134]. To analyze

the cost of this progressive decoding, we test the rate of decoding

30𝑘 images using one thread—these rates can then be multiplied by

the number of cores on the machine in a parallel training scenario.

The figures are shown in Table 2, indicating that decoding with a

subset of scans can be comparable to traditional decoding. On the

other hand, using all the scans is over 2× slower than traditional

decoding. On a many-core machine (e.g., a 32+ core setup like

the one used in Section 6.1), this overhead can be absorbed by

idle cores—in Figure 5, we do not see any slowdown by using

PCRs relative to baseline JPEG TFRecords because each of the 10

machines can decode 3k images in the worst case. However, for

less core-heavy machines, we note three optimization paths to

lower decoding overhead. First, excessive and unused scans can

be removed. Second, using spectral selection can lower decoding

overhead. Third, hardware acceleration can be used (Section 7).

Table 2: The single-core decoding rate (images/s) of various
JPEG encodings across the datasets. Progressive decompres-
sion can be over 2×more expensive than baseline decoding.

Dataset Scan 1 Scan 2 Scan 5 Scan 10 Baseline

ImageNet 433 412 340 146 419

HAM10000 465 438 275 96 240

Cars 266 240 225 127 268

CelebAHQ 239 213 195 129 286
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Figure 6: The similarity of gradients across epochs for
ResNet/HAM10000 (max of 1.0). Legend shows bandwidth
savings. Gradient similarity is exact for scan group 10 and
decreases for other scans as the model converges. Higher
quality scans lead to gradients within 0.1 of the baseline’s
gradient, and thus should result in similar final models.

4.3 Autotuning Image Fidelity
Lossy compression of input data creates concerns for the output

of model training, and thus creates questions for how to select a

tolerable scan group. To analyze the effect of lower image fidelity,

we observe that deep learning training is based on stochastic gra-

dient descent, which involves taking a “step” in the direction (a

vector) that improves the model. If two datasets, D and D ′
, yield

the same direction, then they will yield the same model. Therefore,

we may intuitively find an alternative dataset D ′
, which is close to

the original datasetD in terms of how the model views the gradient

direction of the loss function, 𝐿. More formally, we want the angle
between gradient vectors to be small.

To accomplish this, we freeze the model mid-training and em-

pirically measure the gradient direction, ∇𝜃𝐿, over the full fidelity
dataset, D, which contains batches of images, X, and labels, y. As
the parameters are frozen, we can also measure the gradient on the

lower fidelity dataset,D ′
, which has alternative images,X′

. The an-

gle between the lower fidelity dataset and the original dataset yields

the similarity score, which ranges between -1 and 1. Maximizing

similarity would yield an identical model.

score

(︁
D,D ′)︁ = sim

(︁
∇𝜃𝐿(X, y),∇𝜃𝐿(X′, y)

)︁
where similarity is the cosine similarity:

sim (A,B) = cos(𝜃 ) =
A · B

| |A| | | |B| |
We evaluate this procedure with HAM10000/ResNet, using 2560

images to estimate the gradient and 3 trials to get 95% confidence

intervals. As shown in Figure 6, decreasing image fidelity decreases

the similarity with respect to the true gradient. Scan 10 is bit-

identical to the baseline dataset, and thus we observe maximum

similarity in that case. Meanwhile, scan 1 has the lowest similarity,

and the difference increases as the model converges. Given the

gradients are well-behaved with respect to fidelity, it is natural to

parameterize scan tuning to match some level of gradient similarity.

Using gradient similarity for autotuning quality requires choos-

ing a minimum gradient similarity threshold for scans throughout

training, which is the main drawback of this approach. As is shown
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in Figure 6, the similarity for high quality data is bounded within a

threshold of 0.8—therefore, we find this threshold a good default.

The computational cost of evaluation is on the order of tens of gra-

dient steps, and is proportional to the number of scans, epochs, and

minibatches used. Our implementation tunes once every 20 epochs

and does not tune for the first 5 epochs because models are unsta-

ble during this period [42, 48]. As training progresses, low scans

become too dissimilar (in terms of gradients) from the higher scans,

and therefore are avoided. This, in turn, allows the faster scans to

apply a burst of speed to the training process before fine-tuning at

a higher fidelity (e.g., when learning rates drop). Compared to static

schedules [122], there is only one hyperparameter (the threshold),

which is independent of other schedules (e.g., learning rates), and

the parameter does not require validation data. We leave tuning

using QoS/congestion information [36] to future work.

5 IMPLEMENTATION
There are three fundamental components in the PCR implemen-

tation: the encoder, the decoder, and the data loader. The encoder

transforms a set of JPEG files into a directory, which contains: a

database for PCR metadata and at least one PCR data file. The de-

coder takes the directory as input and yields a set of JPEG images,

efficiently inverting a subset of the encoding. The dataset is split

into many records, and, thus, the training process is reading tens to

hundreds of PCR data files per epoch. The data loader is where the

PCR decoding library interfaces with the inputs provided to deep

learning libraries (e.g., TensorFlow [2], MXNet [16], PyTorch [91]).

Below, we describe these components in detail.

Encoding. Given a set of images, the PCR encoder breaks images

into scans, groups scans into scan groups, and sorts scan groups

by fidelity. Once groups are sorted, the PCR encoder can serialize

groups while taking note of their offsets (so that subsets may later

be decoded). The metadata (e.g., labels) is prepended to the seri-

alized representation, and the resulting byte stream is written to

disk. Our implementation uses JPEGTRAN [56] to losslessly trans-

form JPEG images into progressive JPEG images. With the default

settings, each JPEG is broken up into 10 scans. The encoder scans

the binary representation of the progressive JPEG files, searching

for the markers that designate the end of a scan group. The encoder

thus has access to all 10 offsets within the JPEG files that can be used

to determine the boundaries between scan regions. Forming scan

groups requires grouping the scan regions with the same fidelity

together, which can be done in one pass over the set of images cor-

responding to that PCR. An index must be created for ungrouping

the scans during decoding; however, serialization libraries, such as

Protobuf [96], handle both the packing and unpacking steps trans-

parently. As record format conversion can take hours (§2), PCRs

benefit from requiring only a single conversion for multiple tasks.

The encoding time is within 2× of conversion to TFRecords in our

implementation: for example, converting ImageNet takes 1.4 hours

rather than 0.8 hours. When using the widely available TFRecords

converter [109], our implementation for PCRs is actually faster due

to being parallelized—converters are typically not optimized due to

being one-time costs.

Decoding. To decode a PCR file, the file’s scan group offsets have

to be located in the PCR metadata. The offsets allow a partial read

of the file, i.e., only the bytes of the desired scan group are read.

JPEG decoding requires serializing the image deltas of individual

scan groups. We terminate the byte stream with an End-of-Image

(EOI) JPEG token, which allows most JPEG decoders to render the

image with the available subset of scans. The cost of these steps is

negligible relative to that of the JPEG decoder, which is the primary

challenge facing PCRs.

Loader. We implement PCR loaders using the DALI External-

Source operator [89], as well as a C++ version compatible with

tf.data [88, 110], including a Tensorflow Op [111]. SQLite and

RocksDB are supported backing databases, and we support embed-

ding images and metadata in Protobufs or in “raw struct” form.

The PCR reader, like most readers, is cheap to evaluate; we can

read over 400MiB/s using just a single CPU core. This is because

the bulk of the work is not computational, i.e., a file read and a

set of memcpy operations to re-arrange the PCR images. Serializa-

tion libraries can add overhead (e.g., parsing, memory allocations);

however, “raw struct” formats avoid these entirely, and flat formats

minimize them [35]. Another design point is buffer allocation: in

contrast to traditional Record loaders, which can iteratively return

individual data samples, PCRs must read (and allocate) buffers for

possibly the entire record (10MiB+), since later scan groups are

used for even the first example (See §7). Thus, an optimized imple-

mentation of PCR loaders uses a double-buffer design, where the

buffers are re-used and read directly from disk using O_DIRECT. Our
implementations show that the main bottleneck with using PCRs

is the image decode, which is downstream from the loader. For

I/O bound workloads, baseline and full-fidelity progressive record

readers perform the same (Figure 5) as image size differences are

negligible (Section 4.1).

6 EVALUATION
We evaluate the flexibility and efficiency of PCRs using a suite of

large-scale image datasets. We begin by describing our experimen-

tal setup (§6.1) and present an end-to-end evaluation of PCRs (§6.2),

demonstrating their ability to reduce training time. We show that

dynamic compression is crucial because the appropriate level of

compression varies across models and training tasks (§6.3). We

explore metrics that can be used to explain the effectiveness of com-

pression on a training task (§6.4), introduce autotuning heuristics

for dynamic training (§6.5), and trace the speedups achieved by

PCRs in terms of training time (§6.6). Our supplemental material

contains additional experimental details and training plots (e.g.,

training loss, other datasets).

6.1 Experimental Setup
Our evaluation uses the ImageNet ILSVRC [27, 101], CelebAHQ [58],

HAM10000 [116], and Stanford Cars [61] datasets. For CelebAHQ,

we classify if the celebrity is smiling or not. A summary of each

dataset is given in Table 3. We aimed to select datasets that vary

in terms of the image resolution, number of examples, number of

classes, and image/scene type. All of the datasets are in fact already
compressed before progressive compression is applied, making the pre-
sented speedups conservative estimates of the potential benefit of PCRs.
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(a) ImageNet ResNet
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(b) ImageNet ShuffleNet
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(c) CelebAHQ ResNet
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(d) CelebAHQ ShuffleNet

Figure 7: Top-1 test performance (with 95% confident intervals) using ResNet and ShuffleNet on ImageNet (a,b) and CelebAHQ
(c,d). Lower scan groups (corresponding to further compressed data) can provide faster overall training, often without sacri-
ficing accuracy. However, the appropriate level of compression depends on the model, infrastructure, and data—necessitating
the ability to easily access data at multiple fidelities, as with PCRs. We explore these factors in Sections 6.3, 6.4, and 6.5.

Table 3: PCR dataset size and record count information.
Datasets vary in terms of number of images, their JPEGqual-
ity, and the image sizes. Some datasets, such as HAM10000,
have image sizes larger than average. Record sizes concen-
trate around the dataset size divided by the record count.

Dataset Records Images Size Quality Classes

ImageNet 1251 1281167 129GiB 91.7% 1000

HAM10000 125 8012 2GiB 100% 7

Cars 63 8144 887MiB 83.8% 196

CelebAHQ 93 24000 2GiB 75% 2

Specifically, the datasets natively use a JPEG quality level varying

from 75% (CelebAHQ) to 100% (HAM10000) (§3). Experiments use

resizing, crop, and horizontal-flip augmentations, as is standard

for ImageNet training [108, 115] The sizes of each dataset’s scan

groups (used in Table 1) are shown in Figure 8; sizes decrease for

lower scan groups. For examples of images under each scan group,

see the supplement.

Training Regime. We evaluate two loader implementations of

PCRs, comparing PCR scans against themselves and then compar-

ing PCRs against strong baselines (TFRecords). For both setups,

we use PyTorch [91] for all model training; the two loaders are us-

ing DALI [89] Loader, which was used for initial prototyping, and

tf.data [88, 110], which we have since made native operator ex-

tensions to for maximum performance. In our experiments we use

pretrained ImageNet weights for HAM10000 and Cars due to the

limited amount of training data. We use standard ImageNet training,

starting the learning rate at 0.1with gradual warmup [42], and drop-

ping it on epochs 30 and 60 by 10×. After augmentations, all inputs

are of the same size; thus, a model’s update rates are the same across

datasets. The pretrained experiments (HAM10000 and Cars) start

at a learning rate of 0.01 to avoid changing the initialization too

aggressively. We use mixed-precision training [10, 83] for the DALI

runs. We use ResNet-18 [48] and ShuffleNetv2 [78] architectures for

our experiments with a batch size of 128 per worker. We run each

experiment at least 3 times to obtain confidence intervals. We sam-

ple test accuracy every 15 epochs for non-ImageNet datasets. Our

evaluation focuses on the differences obtained by reading various

amounts of scan groups. For the DALI runs, we consider reading all

the data (up to scan group 10) to be the baseline, as the baseline for-

mats will perform similarly under I/O bounds (Figure 5)—we later

provide a direct comparison with baseline TFRecords when using

tf.data. Our results are conservative as we are already utilizing

pre-compressed data and we include evaluation times in our results.

For the purpose of evaluation, all scan groups within a dataset

were run for the same number of epochs (90 for ImageNet, 150 for

HAM10k, 250 for Cars, and 90 for CelebAHQ). We also provide

annotated (dashed) lines for subsequent epochs.

System Setup. Our experiments were run on a 16 node Ceph [125]

cluster with NVIDIA TitanX GPUs and 4TB 7200RPM Seagate

ST4000NM0023 HDD. We use six Ceph nodes: five dedicated Ob-

ject Storage Device (OSD) nodes, and one Metadata Server (MDS).

The remaining 10 nodes are machine learning training workers.

This 2:1 ratio between compute and storage nodes results in 400+

MiB/s of peak storage bandwidth; we have also tested a heavily

I/O bound 10:1 ratio and found the trends comparable. Ceph is a

common production-grade open-source filesystem, but our results

would generalize to any setup with a mismatch between compute

power and data bandwidth (either storage or network). In addition

to microbenchmarks, we evaluate the generalization of PCRs to

SSD setups in Section 7. Since state of the art compute is 150×
faster than our own setup on a more expensive model (ResNet-

50) [136], we focus on models which are fast to train (while still

being modern; AlexNet [62] is potentially faster) while limiting

read parallelism. The DALI setup uses O_DIRECT to ignore caching

effects and highlight bandwidth usage. To reflect what PCRs may

look like in realistic, heavy-load situations, we provide 20 node

experiments in Figure 9 with the same storage system and double

the workers, which allows speedups to be seen with full read par-

allelism per node (over 700MiB/s of peak bandwidth). This setup

uses our tf.data loader implementation to fairly compare against

TFRecords and File-per-Image formats, showing its effectiveness.

We use the same setup in Figure 14.
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(a) ImageNet (b) HAM10000 (c) Stanford Cars (d) CelebAHQ

Figure 8: The size in bytes of various levels of scans read. Scan group 0 (not shown) contains only labels and is typically ∼100
bytes. Each scan adds roughly a constant amount of data (i.e., linear scaling), although certain scans add considerably more
than others (i.e., sizes sometimes cluster) due to techniques like chroma subsampling. Using all 10 scans can require over an
order of magnitude more bandwidth than 1–2 scans. Interquartile ranges are shown.
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(a) ImageNet ResNet (heavy)

0 100 200 300 400
Time (min)

0

20

40

60

To
p-

1 
Te

st
 A

cc
ur

ac
y

Loader
Scan_1
Scan_2
Scan_5
Scan_10
TFRecord

(b) ImageNet ShuffleNet (heavy)

Figure 9: Top-1 test performance on ImageNet with ResNet
and ShuffleNet, using double the compute (20 workers with
same configuration). Doubling the compute forces bottle-
necks to appear by approaching hardware limits of aggre-
gate disk throughput. We run this experiment once and ter-
minate at epoch 90, showing a 2× speedup for scan 5.

6.2 Reducing Time to Accuracy via
Compression

Observation 1: Training time can be reduced by up to 2× using
data compression. PCRs capitalize on this by dynamically reducing
training data size, all without adding space overhead.

We begin our empirical study by exploring the effect of data

compression on training time and training loss/test accuracy. We

provide time-to-accuracy results for ResNet-18 and ShuffleNetv2

training on ImageNet and CelebAHQ (Figure 7), HAM (Figure 10),

and Cars (Figure 11). Across these experiments, we find that PCRs

can provide a 2× boost on average in time-to-accuracy compared

to the baseline, by dynamically providing data at a higher level of

compression. We make several observations about these results.

First, we note that we tend to see larger speedups for smaller, faster

models (e.g. ShuffleNet), than for bigger models (e.g., ResNet). In-

deed, the current speedups may in fact become significantly larger

with faster compute [e.g., 64, 66, 136]. Such a trend is visible in the

heavy ImageNet experiments featured in Figure 9—both TFRecords

and scan 10 are about the same size, and therefore finish simul-

taneously, but scan 1 and 2 finish nearly an hour faster for Shuf-

fleNet. For this same setup, we observe Files-per-Image take over

2 hours per epoch due to a lack of sequential reads—25× slower

than TFRecords, which scan 5 improves by 2×; therefore, we con-
clude that progressive compression and record formats are both

necessary for performance.

Second, while time-to-accuracy is reduced as we move to lower

scan groups, there is a statistical efficiency cost. Namely, models

trained on scans 1 and 2 may not always converge to an accept-

able solution, as shown for ImageNet (Figure 7). Certain tasks like

CelebAHQ, however, can tolerate this fidelity loss, either because

they consist of less compressed images or because the training

task is less dependent on high-frequency image features. These

results suggest that, while compression saves bandwidth and offers

a potential speedup, the ideal amount of compression depends on

two factors: (i) the speed of the model and the underlying compute

infrastructure, and (ii) the structure of the task and the images in

the dataset. We explore these factors in more detail below.

6.3 Task Tolerance to Data Fidelity

Observation 2: Different models can tolerate different fidelities.

Given a fixed dataset, we show that there is variation in the

data fidelity/compression level that different models can tolerate

for training. This motivates an important use-case of PCRs, as the

format allows data to be stored once but then accessed at multi-

ple compression levels while models are tuned or various models

are applied to the problem at hand. In Figure 10, both ResNet and

ShuffleNet are trained with the HAM10000 dataset. While ResNet

consistently tolerates low fidelity images, ShuffleNet training tends

to degrade with low fidelity data. ShuffleNet reaches its best accu-

racy at scan 5, but our other results suggest that lowering fidelity

results in lower accuracy for the same epoch in nearly all cases (Fig-

ure 12). This suggests that different models will experience different

speedups for similar accuracy levels, depending on their sensitivity

to fine-grained features unavailable in low fidelity data.
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(a) HAM10000 ResNet (b) HAM10000 ShuffleNet

Figure 10: Test accuracy on HAM10000. While ResNet is robust
to additional compression, ShuffleNet requires higher fidelity
data (at least scan group 5) for higher accuracy. Time is relative
to first epoch. 95% confidence intervals are shown.

(a) Original Multiclass (b) Binary Is-Corvette

Figure 11: Test accuracywith ResNet-18 on the Stanford Cars
dataset and a binary variant. The gap between scan groups
closes as the task is simplified. Time in x-axis is relative to
first epoch. 95% confidence intervals are shown.

(a) Epoch Accuracy (b) MSSIM

Figure 12: Left: Top-1 test performance vs. epoch on ResNet-
18/ImageNet; othermodels/datasets are similar. Using lower
quality scans can only degrade performance; it does not act
as a beneficial data augmentation. Right: Corresponding im-
age quality degradation according to MSSIM.

Observation 3: Different tasks, e.g., multi-class classification vs.
binary classification, can tolerate different levels of data fidelity. The
same PCR dataset can service these different tasks.

The difficulty of a task, or training objective of interest, also

affects the amount of compression that can be tolerated. Harder

tasks, e.g., multi-class classification with a large number of classes,

require higher fidelity data. We validate this empirically in Figure 11

(and additional evidence is provided in the supplement). This ex-

periment reduces the number of classes for the classification task,

demonstrating that lower scan groups can be used for easier tasks.

The full range of classes investigated includes: Baseline (i.e., Car
Make, Model, Year),Make-Only (i.e., car Make only), and Is-Corvette,
a binary classification task of Corvette detection. Compared to the

original task, the coarser tasks reduce the gap between scan groups,

decreasing the gap from baseline to the binary case. These results

suggest that the optimal image encoding can be dependent on the

exact labeling or task complexity. Thus, while static approaches

may need one encoding per task, a fixed PCR encoding can support

multiple tasks at optimal fidelity by simply changing the scan group

depending on how the labels (metadata) are remapped.
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(a) MSSIM Regression (b) Clustered Convergence

Figure 13: MSSIM vs. accuracy for the Cars dataset with
ResNet18 and Shufflenet.We obtain similar results for other
datasets. Left: There is a linear relationship between MSSIM
and the final test accuracy. Right: Scan groups (ShuffleNet)
cluster by MSSIM and accuracy.

6.4 Compression Level Estimation

Observation 4: MSSIM image similarity is a reliable estimator of
the accuracy loss between scan groups, and can be used to determine
appropriate levels of compression for training with PCRs.

To better explain the effectiveness of compression, we com-

pare how various scans approximate the reference image through

MSSIM [123], a standard measure of image similarity. We find a

correlation betweenMSSIM and final test accuracy, especially when

comparing scan groups within a task. Our preliminary tests show

that scan groups with similar MSSIM achieve similar accuracy (Fig-

ure 13), which is why only scan groups 1, 2, 5, and the baseline

are shown. Due to the way progressive JPEG is coded by default,

groups tend to cluster, e.g., scans 2, 3, and 4 are usually similar,

while 5 introduces a difference. Such “banding” or clustering is

seen in the accuracy trends; the major jumps correlate with the

appearance of Y (luminance) AC coefficients in the JPEG encod-

ing. Scan groups of 5 or higher have an MSSIM of 95%+, which is

likely why they consistently perform well. MSSIM can therefore be

used as a diagnostic for choosing scans, although we acknowledge

that changes in perception are hard to predict for large deviations

(MSSIM < 95%). For some datasets, linear regression on MSSIM

recovers final test accuracy even with different models (Figure 13)
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(a) ResNet (b) ShuffleNet

Figure 14: Adaptive tuning on ImageNet for 90 epochs com-
pared to TFRecord training, which is comparable to Scan 10
training. For adaptive tuning, epochs are marked with scat-
ter points. Training is fastest after epoch 5,when autotuning
search is enabled. Changing the threshold from 0.8 (shown)
to 0.9 results in the last few epochs switching to scan 10.

or augmentations. Test accuracy per epoch degrades with worse im-

age fidelity across our experiments (Figure 12), further highlighting

that time-to-accuracy speedups are caused primarily by bandwidth

reduction (rather than e.g., a form of regularization induced by

lower scans).

6.5 Autotuning Compression Level

Observation 5: It is possible to automatically determine an appropri-
ate level of compression at runtime by dynamically accessing various
data qualities via PCRs.

In cases where training resolution is not structured into learn-

ing [58] or image fidelity heuristics prove too costly to tune (§6.4),

automatic tuning of the scan hyperparameter may be desirable.

One way of doing this is by tuning with a measurement of the bias
of the gradient given a lower fidelity image (§4.3), intuitively mea-

suring how the model “sees” the image similarity. As we showed

in Section 2, a similarity threshold of 0.8 or higher is sufficient to

avoid bad scans throughout training—Figure 6 clusters low-quality

scans below that point. We apply this threshold and the rest of the

procedure described in Section 4.3 to the ImageNet dataset and

observe that such autotuning repeatedly matches accuracy while

almost being as fast as a pure scan 5 approach. The main slow-

down is due to starting at scan 10 for the first 5 epochs of training,

blending the latencies of scan 10 with those of scan 5. We note that,

unlike MSSIM, which is statically concentrated above 95% for good

quality scans, the gradient similarity changes over training. For

example, ResNet18 has a similarity of 0.88 by epoch 85, whereas it

had a similarity of 0.95 at epoch 5. We observe that using a higher

threshold, approaching 0.9, forces scan 10 to be used for the last

few epochs of training when gradient similarity is lower, retaining

similar accuracy at slightly longer training times.

6.6 Image Loading Rates

Observation 6: Image loading rates are directly linked to the com-
pression ratio, i.e., a compression ratio of 2× results in a 2× speedup.
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Figure 15: Training rates for ResNet and ShuffleNet. More
scans reduce the rate of images/second. FromRAM, they can
process 4200/7000 images/second, respectively.

Finally, we validate why lower compression levels yield faster

training by observing image loading rates. Loading rates for train-

ing are shown in Figure 15. Using more scans slows down training

significantly, as seen in image rates. Training slowdowns mani-

fest as latency spikes from a data stall, causing rates to fluctuate

considerably. Informally, we can perform twice as many read op-

erations if we decrease the data read by each operation by 2×
(Section 4.1). The speedup can be calculated through the average

PCR size (Figure 5 and Figure 8). Since ShuffleNetv2 is capable of a

higher maximum training rate than ResNet-18, it achieves higher

speedups. As HAM10000 has the largest images, it is the most bot-

tlenecked by image loading bandwidth—scan 5 is 2.9× smaller than

scan 10. For CelebAHQ, scan 2 is roughly the same size as scan 5;

as expected, image rates are very similar. For the 20 worker runs,

we observe that scan 1 and 2 for ImageNet have a median epoch

latency of 100 seconds, while TFRecords and scan 10 have a median

epoch latency of 300 seconds—even though the size difference is

over 10×, 3× is the best factor that can be achieved before hitting

in-memory processing rates. These results indicate that systems

with large images, efficient models, and fast compute would be the

biggest benefactors of PCRs.

Observation 7: Image loading rates are directly linked to the the
underlying model and bandwidth.

While faster compute hardware can speed up a fixed model

(e.g., Figure 1), it is less clear how bandwidth impacts training

rates, especially with different hardware/model combinations. To

explore this question, we implement the token-bucket algorithm in

our tf.data implementation. Each second, a node accumulates a

fixed amount of tokens, which are traded for bytes read off storage,

and thus nodes will block if they use too much bandwidth in a

given time. We rate limit the bandwidth of each of the 10 nodes

in the cluster across a sweep of aggregate cluster bandwidths in

Figure 16, calculate the time per epoch over 7 minutes (using the

data shown in Figure 5), and utilize the previous convergence results

in Figure 7 to project the accuracy-over-time graphs for 90 epochs.

As previously observed, lower scans benefit the most from low

bandwidth, and faster models are more bottlenecked. For instance,

although ShuffleNet is typically faster than ResNet-18, it still takes a

similar amount of time at low bandwidth to finish training—simply

because nearly all time is waiting on I/O. We do not see much
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(a) ResNet18 100MiB/s
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(b) ResNet18 200MiB/s
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(c) ResNet18 300MiB/s
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(d) ResNet18 500MiB/s
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(e) ShuffleNet 100MiB/s
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(f) Shufflenet 200MiB/s
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(g) Shufflenet 300MiB/s
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(h) Shufflenet 500MiB/s

Figure 16: The effect of various amounts of bandwidth on a 10-node cluster running ResNet-18 (top) and ShuffleNet (bottom).
At very low bandwidth, all scans provide benefits, while higher bandwidths provide less benefits. Similarly, faster models (e.g.,
Shufflenet) or accelerators increase I/O pressure, which enables low scans to obtain higher speedups—scan 1/2 are beneficial
for ShuffleNet at 200MiB/s, but not ResNet, and the higher I/O pressure carries into 500MiB/s.

benefit for lower scans at high bandwidth, but low bandwidth (e.g.,

20MiB/s) shows gains for even scan 1 over scan 2 (Figure 5).

7 DISCUSSION
Data caching. Data can be partially cached in memory (e.g.,

OS page cache); however, uniform sampling means that over 75%

of the data must be cached to see the majority of speedup—caching

does not significantly affect our ImageNet results. Specifically, the

expected latency of a read is a convex combination of the disk and

memory latency [87], where disk latencies are usually high. PCRs

help reduce cache pressure by reducing the number of bytes read

(and thus the size of the working set). Further, PCRs facilitate cache

sharing in a multi-user environment, as multiple fidelities share

common data, eliminating double caching.

Hardware acceleration. Hardware JPEG decoders are popular

in mobile phones, and PCRs could take advantage of such hardware

support. In fact, NVIDIA’s A100 is the first datacenter GPU to ship

with hardware decoding [59]; prior versions used software acceler-

ation [90]. The reasoning behind hardware support is simple: 33%

or more of CPU time can be spent on image decoding [87] and 96

cores or more are currently matched with an accelerator [85], which

directly cuts into training cost efficiency [53]—empirically, 20% of

jobs spend over 30% of their compute budget on data ingest [88].

Frameworks like DALI already offload part of the JPEG decode to

the GPU, namely the Discrete Cosine Transform; mapping Huff-

man decoding to the GPU requires additional work [49, 60, 126]. A

different practice is to avoid the CPU by caching decoded images

in memory [65, 85, 87], though this has limitations as datasets are

large, especially when uncompressed.

Non-image datasets and training tasks. Our experiments in-

dicate that PCRs are robust (in terms of accuracy) across a variety

of tasks, and we only focus on a subset of tasks due to a limited

computation budget. Using ResNet50 [48] on the ImageNet [101]

tasks, we obtain 75.14% vs. 75.47% (scan 5/baseline) accuracy, and

38.37/38.80 AP on the FPN-ResNet50/COCO task [72, 73]. While the

computational difference between ResNet18 and ResNet50 is only

2–3 years of accelerator progress (Figure 1), we note that detection

datasets (like COCO) can be 10-100× slower to compute (albeit with

larger images). Apart from image-based datasets, PCRs generalize to

other datasets and modalities as long as the encoding is progressive.

For example, each component in Principal Component Analysis

(PCA) [104] is a progressive approximation of the source dataset,

and removing (e.g., compressing) 50% of the components loses 1%

of accuracy over YouTube videos [3]. Another general encoding is

quantization, which progressively encodes subsets of the higher-

order bits (e.g., the first 25%) in a dataset’s features, an approach

baked into progressive JPEG and used in YouTube-8m [3]. These

results suggest that if one were to implement PCRs via PCA/quan-

tization over videos, they would obtain 8× bandwidth savings total

with only a 1% loss in accuracy.

Generalizing across hardware. To test the generalization of

our system, we investigate applying PCRs to a Google Cloud [41]

n1-instance-16with a P100GPU.We attach a 150GBHDD for the

operating system and use a SSD for the data loading, which has peak

bandwidth of 74MB/s (similar per-GPU load as prior work [87]). On

ImageNet/ShuffleNet, we observe 650 images/second for TFRecords,

and 680 (scan 10), 1540 (scan 5), 1700 (scan 2), and 1750 (scan 1)

for PCRs. The difference between TFRecords and scan 10 can be
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explained by progressive compression being 6% smaller in size.

Using either as a baseline, scan 5 is over 2× faster. Because the ratio

of resources primarily matters, we observe that doubling the CPU,

GPU, and SSD resources maintains the same relative performance

advantages for PCRs, yielding a 2.2× speedup from TFRecord to

scan 5, and a 2.7× speedup from scan 1/2.

8 RELATEDWORK
Numerous works have explored methods for decreasing training

time with large datasets [42, 52, 64, 66, 133, 136, 137], motivating

a need for improved I/O internals [5, 15, 18, 21, 97], formats [98],

caching [65], and data pipeline frameworks [88].We discuss caching,

forms of compression, and frequency-domain DL literature below.

Dataset Caching. Caching places data in faster storage tiers to

offload the bandwidth burden from slower devices. ML applications

lack locality due to uniform sampling [63], requiring either prohibi-

tively large cache sizes or weaker forms of sampling [81]. However,

when done correctly, caching can obtain significant speedups [87].

PCRs are designed for datasets which do not fit in caches, and, by

virtue of accessing less data, can increase cache hit rates.

Dataset Cardinality Reduction. “Big data” spawned interest in

dataset reduction techniques that aim to reduce the number of

training samples while maintaining model accuracy [11, 24, 34, 57,

70, 79, 129]. Similarly, dataset echoing [20, 138] re-uses subsamples

to speedup the data pipeline. PCRs differ in that they reduce I/O

burden by modifying data representation and layout.

Dataset Sample Compression. Techniques such as compression [3,

77] or resizing [58] reduce data size by lowering fidelity, reducing

I/O pressure. Prior work has shown that resizing as a form of data

reduction is particularly effective for DL tasks, as resized data can

speed up training, transfer to high fidelity test points, and in some

cases, even increase accuracy when combined with certain data

augmentations [19, 58, 115]. However, resizing parameters are cho-

sen statically and heuristically (therefore suboptimally [115]), and

thus may not meet the needs of all applications without duplicated

work. PCRs differ in that they provide a dynamic mechanism for

adjusting I/O load, and thus can adapt to both the system and task

at runtime.

Similar to our work, MLWeaving [122] has shown that trans-
posed layouts (i.e., column major) can accelerate machine learning

training. However, this work differs in that we focus on I/O in the

context of deep learning models, whereas MLWeaving focuses on

memory bandwidth for general linear models. Additionally, the

compression method differs. For image data, the three canonical

dimensions of compression are 1) quantization, 2) frequency selec-

tion, and 3) spatial selection [119]; MLWeaving uses the first while

PCRs use the first and second (via JPEG).

Neural compression [113], which learns custom compression for-

mats using neural networks, is an interesting direction for future

work and is compatible with PCRs. However, while neural compres-

sion can outperform JPEG in terms of quality [113], it does so at sig-

nificant cost. Using state-of-the-art neural compression[12, 13, 82],

we find decoding to be between 900× and 5000× the cost of baseline

JPEG, and thus incompatible with real-time performance.

General Compression. Bandwidth reduction extends to databases,

memory hierarchies, and the web [1, 4, 92, 93, 142]. Progressive com-

pression has been used in the context of dynamically saving band-

width for mobile phone downloads [134]. HippogriffDB [69] uses

GPUs to compress data in the context of databases, which lowers

I/O bandwidth to get a speedup. Other work has investigated how

image degradation affects inference [29, 94, 118, 140]. In contrast,

our work is focused on compression for I/O savings in deep learning.

Reinforcement learning has been used to choose JPEG parameters

for cloud inference [68]; other work has hand-designed JPEG encod-

ings for training [77]. These works are similar to ours in that they

tune compression for the model, though they differ in that they are

static. Other work investigates compressing models [8, 17, 28, 44–

46, 50, 131] or network traffic [6, 71, 74, 124, 128, 139]; these are

orthogonal to our work.

Frequency Domain Deep Learning. Prior work modifies models to

directly train over compressed representations [37, 43, 114, 117] or

with frequency-domain operators [31]; our work does not modify

the model. Other work investigates generalization performance

from the view of low [14, 132] and high [120] frequencies, which

provides insight into our work. JPEG mostly filters low frequency

components, and thus prior work has attempted to use JPEG as a

defense mechanism against adversarial attacks [25, 32, 76]. Moti-

vated by adversarial attacks exploiting spurious, high-frequency

features [40, 51] other work investigates if frequency filters can

impact model robustness [30, 135]; our work primarily focuses on

retaining test accuracy under non-adversarial conditions.

CONCLUSION
We introduce a novel storage format, Progressive Compressed Records
(PCRs), to reduce the bandwidth cost of training over large datasets.

PCRs use progressive compression to split training data into mul-

tiple fidelity levels, while avoiding duplicating space. The format

is easy to implement and can be applied to a broad range of tasks

dynamically. PCRs provide applications with the ability to trade

off data fidelity with storage and network demands, allowing the

same model to be trained with 2× less bandwidth while retaining

model accuracy. We introduce methodology for choosing the partic-

ular data fidelity necessary for a task, as well as a tuning heuristic

that can be applied automatically. Using PCRs, our approaches can

dynamically switch between multiple data fidelities while train-

ing without loss of accuracy. Future directions include alternative

compression methods, data modalities, and hardware acceleration.
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